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Abstract—Linear winding is a well-known process for pro-
ducing concentrated wound stators for electric drives. Single
tooth windings are widely used in many types of industrial
motors. Due to the high production volumes of these motors, an
improvement in winding speed is beneficial for productivity and
is the subject of this paper. Conventional winding equipment for
single tooth coils use various passive electro-mechanical wire
tensioning systems to adjust the tension in the wire, which
is essential for a proper winding process and an orthocyclic
winding result. Winding single tooth coils, which have a rect-
angular cross-section, results in variations in wire feed rate,
requiring a more powerful and flexible wire tensioning system.
Servo-based wire tensioning systems offer an advantage when
winding rectangular-shaped coils by modeling the wire feed rate
behavior based on the coils geometry and additional sensor
data. However, since this system is actively controlled, greater
variations in wire tension can be introduced if the calculated
wire feed velocity does not exactly match the actual physical
process. Therefore, an experimental method is used to determine
the relevant parameters of the winding geometry and machine
that influence the wire tension and the winding process, in
order to derive parameters for the servo-based tensioning system
to enable even higher winding speeds while maintaining coil
quality. In addition, the feasibility and effect of deliberately
varying the wire tension is investigated, which is not possible
with passive wire tensioning systems.

Index Terms—electric motor production, linear winding, rect-
angular coil shape, wire tension control

I. INTRODUCTION

Electric motors play a critical role in powering industries
ranging from manufacturing to transportation. The perfor-
mance, efficiency and application of these motors are closely
related to the winding topologies. The two primary winding
approaches are concentrated and distributed windings, with
distributed windings being preferred for battery electric ve-
hicles due to low torque ripple and low noise [1]. These
characteristics are less important for stators of industrial
electric motors, e.g. servomotors, where cost, power density
and efficiency are the main criteria. Furthermore, the use of
round wire instead of wire with rectangular cross-section,
such as with hairpins, greatly reduces losses due to the skin
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effect, resulting in higher efficiency at high speeds [2]. To
produce a direct wound stator, where the wire is directly
wound onto the tooth, there are three main winding methods:
flyer winding, needle winding and linear winding, as shown
in Fig. 1.

Fig. 1. Flyer winding (1), needle winding (2), linear winding (3) of salient
teeth.

To increase the fill factor of the copper in the stator slot,
which in turn increases the power density of the motor,
an orthocyclic winding scheme must be used. This can be
achieved by any winding method, with linear winding being
the focus of this paper. However, it is important to note that
linear winding only allows the use of segmented stators with
salient teeth, which must be considered during stator design.

The objective of this paper is to further increase the wind-
ing speed of the linear winding process while maintaining
minimal fluctuations in wire tension force, thus increas-
ing productivity while maintaining product quality. This is
achieved by analyzing and optimizing a model-driven servo
wire brake.

II. BASICS OF WINDING SALIENT TEETH

A. Orthocyclic Winding

The orthocyclic winding (Fig. 2, middle) is the basis for
high performance round wire motors. It maximizes the copper
fill factor of the stator slot, i.e. the ratio of the conducting
copper cross section to the slot cross section area, up to
the theoretical maximum of 90.7%, without considering the
edge areas. [3] Compared to the wild winding in Fig. 2 left,
the orthocyclic winding is defined by its structured layout,
where the wire always rests in the valley created by the two
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Fig. 2. Wild winding (1) and orthocyclic winding (2, 3).

wires below it, parallel to the bobbin. In rectangular coils,
the crossover between the windings and the layer jumps are
performed at the short ends of the coil, which are outside the
stator, thus minimizing wire disturbances inside the stator
slots. Several approaches to in-line measurement and control
of the winding structure are presented in [4].

B. Needle Winding

As mentioned above, flyer winding, needle winding and
linear winding are three widely used winding technologies for
the production of round wire direct wound stators. They differ
in the relative movement of the bobbin and the wire feeding
system. Needle winding is the most versatile of the three
because of its ability to wind salient teeth, stator segments, or
full stator lamination stacks. A wire-guiding needle is moved
around each tooth to lay down the winding, while the stator
is only rotated around its vertical axis or remains completely
stationary. Because the movement of the needle is generated
by programmable kinematics, the needle winding process
can produce orthocyclic concentrated windings as well as
distributed windings on stators and rotors with internal or
external teeth. Compared to other winding techniques, needle
winding is the slowest [5].

C. Flyer Winding

The flyer winding technique is named for the wire guide
tool that rotates around the coil bobbin to wind the wire onto
the bobbin. The technique is suitable for winding salient teeth
as well as externally grooved stators and rotors with the use of
a wire guide. Because the wire must rotate around the bobbin,
one twist is introduced into the wire per revolution, which can
be disadvantageous for thicker wires on small bobbins [6].

D. Linear Winding

Linear winding can be the most productive technique for
producing orthocyclic, concentrated windings, but it is limited
to salient teeth because the entire circumference of the coil
must be accessible. Linear winding works by rotating the
bobbin and allowing the wire to wind onto it while being
guided by a needle or roller that follows a linear path parallel
to the winding axis, hence the name [6].

E. Wire Tension Force

For all three winding techniques, the wire tension force is
one of the most influential factors on the coils final quality.
Too low tensile force leads to misplacement of the wire,
thereby breaking the orthocyclic winding scheme. Too much
tension, on the other hand, can damage the bobbin and wire
insulation, increase the resistance of the coil, and cause the
wire to break [7]. This can be catastrophic in a production
environment, not only resulting in a defective product, but
also forcing the winding machine to stop and the operator

to manually reinsert and secure the wire to the next bobbin.
Generating the correct wire tension is comparatively easy for
the linear winding of coils with round cross-section, where
the wire speed is more or less constant, therefore rotation
speeds of the bobbin up to 30.000 rpm can be achieved
[3]. Coils used in electric motors, on the other hand, have a
rectangular cross section, which leads to cyclic fluctuations in
the wire feed rate that correlate with the winding speed. This
behavior results in increased dynamic requirements for the
wire tensioning system, which must accelerate and decelerate
according to the actual wire feed rate. Therefore, the winding
speed is limited to below 1000 rpm [8]. Approaches to
simulate the wire tension behavior and the resulting winding
structure are discussed in [9] [10] or [11].

Different approaches to generating the wire tension under
such dynamic conditions are discussed in the following
chapter. The requirements for these tensioning systems are
methodically similar for all three winding techniques, but the
focus of this paper is on linear winding.

III. STATE OF THE ART - WIRE TENSIONING SYSTEMS

Conventional wire tensioning systems use a magnetic par-
ticle brake to provide the primary tension to the wire. A
secondary tensioning system, such as a dancing lever, is used
to compensate dynamic fluctuations. This can be achieved us-
ing spring loaded mechanisms or pneumatic cylinders. These
mechanical systems quickly reach their inherent dynamic
limits due to their inertia and oscillatory behavior when
winding rectangular coils [12]. A solution to this problem
proposed by Wen [13] is the use of a fluidic muscle, which,
although still a pneumatic component, has much lower masses
and therefore faster responses to changes in wire tension.
Another highly dynamic tensioning system uses a piezo-
actuated clamping system to apply force to the wire via
friction, although this is only feasible for thin wires up to 0.2
mm [12] [14] [15] [16]. An approach published by Nakano
[17] uses a magneto-rheological fluid that can be manipulated
by an electromagnet to apply different forces to the wire.
Again, because the force generated is rather low (<1 N),
this tensioning system can only be used for wires with small
diameters. If the flexibility of the equipment isn’t important
and the coil geometry is well known, a solid compensating
body can be designed to reduce the amplitude of the force
fluctuations in the wire. This is an elliptically shaped roller
whose rotation is synchronized with the bobbin rotation [18].
The last tensioning system mentioned here is closely related
to the compensating body, but instead of using a real shape
to create the compensation for the fluctuations in wire force,
the required compensation is calculated digitally to create
a programmable cam that then controls a servo drive that
tensions the wire. The wire is frictionally coupled to the servo
drive by a brake wheel. A sufficiently dynamic servo drive can
replace both the primary and secondary tensioning systems.
This system has been improved by Hoffmann [7] for use with
a needle winding machine, further demonstrating its potential
and flexibility.

The compensation profile that controls the servo drive
is calculated using the free wire length as shown in Fig.
3, which is the distance between the last point where the
wire touches the bobbin and the needle or roller that guides



Fig. 3. Modeling of the free wire length L to calculate the compensation
profile for a servo-based wire tensioning system. (adapted from [7])

it. The wire brake velocity profile in Fig. 4 can then be
calculated from this geometric relationship, as described in
[19]. By derivation, the torque curve can also be formed,
although, this has to take the moment of inertia of the servo
wire brake itself into account. Fig. 4 right shows the total
wire brake torque, including the inertia. The spikes at 180°
and 360° illustrate why winding rectangular coils at higher
speeds is so difficult; high acceleration must be achieved in an
instant. Investigations into this phenomenon and approaches
to compensate for it in order to increase the productivity of
the linear winding process will be the focus of this paper.

Fig. 4. Wire brake velocity and acceleration relative to the angle of the
bobbin.

IV. DESCRIPTION OF THE USED WINDING SYSTEM

The hardware used for the examinations of this paper
is the laboratory linear winding machine TW2 by Aumann
modified with modern servo drives and a programmable
logic controller (PLC) by Siemens. As shown in Fig. 5, the
wire is drawn from the storage drum and passed through

Fig. 5. Layout of the used linear winding machine.

Fig. 6. Functioning diagram of the wire brake controller, based on [20].

a straightener before being wound around the brake wheel.
It then passes through a load cell which measures the wire
tension before being wound onto the bobbin through a wire
guide. For calculating the velocity pre-control profiles, the
library “LWiBrake” by Siemens is used [20]. A schematic
diagram of the servo wire brake control loop is shown in
figure 6.

This control loop consists of the cascaded velocity/current
controller for the servomotor, which is integrated into the
inverter. The servomotor is then directly coupled to the wire
via a brake wheel. The wire is wrapped three times around
the brake wheel to provide a tight coupling between the
servo velocity and the wire feed rate. The servo control
loop is mainly fed with the pre-calculated velocity profile as
described in Fig. 4. This profile is influenced by the geometry
of the bobbin (length, width, corner radius), the wire, the
winding speed and the already wound layers. Because of
small discrepancies between the pre-control profile and the
real process, e.g. tolerances of the bobbin, slippage of the
wire on the brake wheel, etc. a superimposed wire tension I-
controller is needed. The I-controller is fed with the momen-
tary wire tension measured by a load cell which is located
on the machine in the wire path between the brake wheel
and the bobbin. This controllers set-point is provided by a
force preset value calculated from the material parameters
of the copper wire and its cross-sectional area, and can
therefore be set by the operator as a percentage between 0 N
and the yield strength of the wire. The used controller is a
purposely slow integral controller with the aim of mitigating
said discrepancies without interfering with the actual velocity
pre-control.

V. EXPERIMENTAL EXAMINATION OF THE WIRE TENSION
FORCE

After conducting several preliminary examinations of var-
ious influencing factors, including coil length, height, corner
radius, wire thickness, and the number of layers already
wound, it was determined that three variables have the
greatest effect on wire tension: the wire tension set point, the
winding speed, and the phase angle between the wire brake
velocity profile and the bobbin rotation. The most influential
factor is the latter and must be optimized or compensated
before any other investigations can take place. The mentioned
phase angle refers to the phase difference between the precal-
culated brake velocity profile and the actual, physical winding
motion of the rectangular bobbin, as illustrated in Fig. 7.



Fig. 7. Illustration of the phase angle between wire brake and bobbin
rotation.

This difference in rotation must be absorbed by the free wire
length between the brake wheel and the bobbin, resulting in
fluctuations in wire tension, wire elongation, and increased
resistance, which may lead to damage or snapping. This is
due to elastic and plastic deformation.

A. Influence of the Phase Angle on the Wire Tension Force

To analyze the behavior of the phase angle, a setting was
introduced to the winding machine that allows easy adjust-
ment of the phase angle value. The phase angle was increased
by a fixed amount for each rotation of the bobbin, resulting
in a linear sweep between angle settings. The resulting wire
tension was recorded and analyzed. Fig. 8 shows an example
of a winding speed (bobbin rotation) of 750 rpm and the
evaluation of the fluctuation of the wire tension using the
standard deviation of the wire force along one rotation. This
evaluation was performed for winding speeds from 125 rpm
to 1000 rpm. Copper wire with a core diameter of 0.63 mm
and a bobbin with a length of 120 mm, height of 20 mm, 20
windings and 4 layers were used for all experiments. For the

Fig. 8. Sweep through different phase angle settings and resulting wire
tension fluctuation (top). Correlating raw wire tension measurement (bottom).

wire tension set-point, 50% of the yield strength of the wire
was used, resulting in 25 N.

In the given example, a minimum of the wire tension
fluctuation can be clearly observed at a phase angle of about
20°, both from the evaluation by standard deviation (Fig.
8 top) and from the unprocessed, underlying wire tension
measurement (8 bottom). To improve accuracy and automate
the process of finding the optimal phase angle, a second-
degree polynomial is fitted to the wire tension fluctuations.
Alternatively, the smallest standard deviation can be used as a
simpler way to determine the optimum phase angle, although
this can have some degree of statistical variation. Fig. 9
provides a comparison of these different evaluation methods,
including manual identification. For winding velocities up to
750 rpm, the three methods do align quite well, but they start
to deviate for faster winding speeds.

Fig. 9. Optimal phase angle by winding velocity with different evaluation
methods.

Fig. 9 also illustrates a linear relationship between the
optimal phase angle and the winding velocity up to 625 rpm.
The gradient of this slope can be calculated by dividing the
phase angle by the corresponding angular velocity, resulting
in a time of 4 ms. This latency is introduced by the PLC and
machine setup and can be compensated in the PLC software.
However, compensating by changing the phase angle may still
be beneficial in an industrial setting, as industrial PLCs have
comparatively slow cycle times in the low milliseconds range.
The latency can only be adjusted by a multiple of this time,
which is too coarse. At higher winding speeds, additional
dynamic effects begin to affect the wire force. These effects
were not further investigated in this paper. For all further
investigations, the optimal phase angle was used.

B. Influence of the Wire Tension Set-Point

To improve understanding of the interactions between the
servo wire brake and the winding process, additional ex-
periments were conducted. These experiments examined the
effects of winding velocity and wire tension setpoint on the
process. The resistance of the coils was also measured, as it is
a crucial characteristic of the finished single tooth winding. To
obtain a more accurate measurement, the value is normalized
by dividing it by the winding’s mass. This eliminates any



Fig. 10. Correlation between winding speed, wire tension (top) and electrical
resistance (bottom).

fluctuations caused by different wire lengths (shorter wire,
therefore less mass and lower resistance) and amplifies any
changes due to elongation of the wire (higher resistance,
less mass). Fig. 10 shows the interactions between winding
velocity, wire tension, and electrical winding resistance. The
behavior of the wire tension is approximately constant up to a
winding velocity of 1000 rpm, with only minimal increases in
the winding’s resistance. At 1125 rpm, the mean wire tension
increases because the servo motor reaches its torque limit. At
higher speeds, the servo motor mainly works against its own
moment of inertia, making the wire tension less significant.
Fig. 11 illustrates the relationship between the wire tension

setpoint, the actual wire tension, and the windings’ electrical
resistance. The winding’s resistance increases linearly with
higher wire tension because the wire is elastically elongated
during winding onto the bobbin, therefore reducing its cross-
section. The wire tension fluctuations remain approximately
constant throughout the experiment, demonstrating the opti-
mized wire brake system’s robustness.

Fig. 11. Correlation between tension setpoint, actual wire tension (top) and
electrical resistance (bottom).

VI. METHOD FOR DEVELOPING A COMPENSATION
PROFILE

To further reduce the wire tension fluctuation, a method is
developed to generate an additional compensation profile for
the wire brake velocity. After applying all the optimization
strategies mentioned above, there is still a significant, ma-
chine specific fluctuation in the wire tension with a standard
deviation of 2.51 N, which repeats cyclically with each
revolution. The average of this residual fluctuation over 40
windings (Fig. 12, top plot) is calculated and its derivative
is taken (Fig. 12, middle plot). The derivative is then added
to the brake velocity profile with a machine-specific scaling
value, to compensate for the different units being added. The
lower plot in Fig. 12 shows the small deviation between
the calculated ideal wire speed profile and the compensated
profile. The objective is to compensate for machine specific
deviations that are not accounted for by the servo wire brake
controller. Using this method, the standard deviation of wire
tension was reduced from 2.51 N to 1.98 N, or 21%. Although
the effect is clearly visible, the added effort and complexity of
implementing such compensation profiles is quite significant,
making implementation economically viable only for large
production volumes of salient teeth.

Fig. 12. Residual wire tension fluctuation (top), its first derivative, used as
compensation profile (middle), modified wire brake velocity profile (bottom).

VII. CONCLUSION

In order to economically produce concentrated windings
with salient teeth by linear winding, high winding speeds
must be achieved. It has been shown that an optimized servo
wire brake system can be used to achieve winding speeds in
excess of 1000 rpm while maintaining minimal fluctuations
in wire tension, thus not damaging the wire. This represents
approximately a doubling of the winding speed compared to
previous research [7] [12]. This was achieved by optimizing
the phase angle and compensating for residual wire tension
fluctuations. A big problem is the orthocyclic winding without
faults at such high speeds, which was not possible with the
used equipment due to the low stiffness of the traversing axis.
Therefore, further research is needed to successfully build the
orthocyclic winding structure at high speed.
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Abstract— Extensive electromagnetic (EMAG) studies are 

necessary to fully realize the potential of axial flux machines 

(AFMs). However, the disc-shaped air gap and the complex 

three-dimensional path of magnetic flux pose challenges in 

modelling AFMs compared to conventional radial flux 

machines. This study reviews current research on EMAG 

modelling and simulation of AFMs, highlighting the need for 

tools that address AFM-specific effects. Existing approaches are 

analysed based on the requirements composed by fundamental 

objectives of EMAG simulations and AFM-specific effects, 

revealing limitations in flexibility and the ability to capture 

emerging trends in the field of AFMs. While computationally 

expensive 3D finite element analysis (FEA) offers 

comprehensive flexibility in EMAG modelling, it lacks efficiency 

to carry out extensive studies on such trends. Therefore, there is 

a need to either further accelerate 3D FEA or to increase the 

flexibility of existing alternatives to facilitate and thereby 

promote research in the field of AFM and other 3D flux 

machines. While the integration of some production-specific 

effects, such as manufacturing tolerances, already is 

investigated for EMAG simulations of AFMs the future 

research on the early estimation of manufacturability based on 

EMAG simulations is crucial for evaluating designs and 

anticipating manufacturing influences. 

Keywords—axial flux machine, electromagnetic simulation, 

literature review, multi-domain, manufacturing effects 

I. INTRODUCTION  

Due to the potential of high torque density and efficiency 
as well as the possibility of modularisation and extension, the 
axial flux machine (AFM) is increasingly the focus of industry 
and research [1], [2]. In contrast to the radial flux machine 
(RFM), which has already been extensively investigated, there 
is still a need for further research into the AFM. Different 
topologies and designs of AFMs promise various advantages 
but also challenges [3], [4]. In addition to the construction and 
measurement of prototypes, computer-based modelling and 
simulation play an important role due to the significantly 
shortened feedback loop. This enables the efficient 
comparison of different topologies, designs, geometries and 
materials, the identification of sensitivities of these 
parameters, and the further enhancement of the overall 
performance of this type of machine. Electromagnetic 
(EMAG) simulation is at the centre of the simulative analysis 
of electrical machines. Similar to the transverse flux 

machine [5], the magnetic flux in the AFM is formed in three-
dimensional space. In contrast to the RFM, where the 
magnetic flux is mainly restricted to a 2D plane, the 
electromagnetic simulation of the AFM is therefore 
significantly more challenging [6], [7]. As with the machine 
type of the AFM itself, different concepts and approaches 
have also been presented for its EMAG simulation and no 
method has yet been finally established to solve the conflict of 
objectives between efficient computing time, accuracy, 
flexibility, modelling detail and diversity of the target 
variables. Consequently, an overview and analysis of existing 
simulation methods is presented below, based on the structure 
of the AFM and its special effects. This analysis identifies 
potential gaps and research opportunities in the field of 
EMAG simulation of AFMs. 

II. METHOD 

An initial search is conducted as the starting point for the 
literature study. In order to obtain the broadest possible picture 
and publications from different institutions and publishers, 
"Google Scholar" is chosen as the search engine. In this 
search, the titles of scientific publications are checked for the 
search term shown in Fig. 1 which is composed of multiple 
parts that are linked via logical operators. The first two blocks 
ensure the focus on AFMs, while the last block is responsible 
for focusing on modelling and simulation methods. Patents are 
excluded from the search, as there is no focus on the 
simulation methodology. Furthermore, the articles are filtered 
manually to exclude false positive results that do not deal with 
the modelling and simulation of AFMs. At the same time, 
articles on AFMs as an induction machines are also filtered 
out, as the functional principle is different and the focus here 
is on machines that can be operated as synchronous machines. 

In the first phase, based on the search term described in 
Fig. 1, articles were identified that deal with the development, 
validation or extension of simulation methods for AFMs, but 
also articles that exclusively describe the application of 
simulation methods, such as 3D finite element analysis (FEA), 
without focusing on the methodology. In order to enhance the 
focus on the approaches of EMAG modelling and simulation 
of AFMs, further articles on the method development of 
EMAG AFM simulations are identified in the second phase 
through citation links to the articles of the first phase. The 
result from the first and second phases is a literature collection 



 

 

of 85 categorised articles. These articles are presented in the 
following in the form of distribution diagrams for different 
topics.  

 

Fig. 1. Search term for first literature acquisition 

In addition to the EMAG simulation methodology for 
AFMs, an overview of possible designs of AFMs is required 
at the beginning, as the requirements for the simulation 
methods in this article are partly derived on the basis of the 
structure of the AFM. For this reason, overview papers on the 
design of AFMs are reviewed in an additional step and 
supplemented with related articles. 

III. OVERVIEW OF AFM TOPOLOGIES AND DESIGNS 

For the design analysis of the AFM, the seven overviews [8], 
[3], [9], [4], [10], [11] and [12] were analysed. The articles [9], 
[11] and [12] summarise the entire topology structure in a 
single diagram. Instead, in this work Fig. 2 provides an 
overview of the main topologies, which is detailed in Fig. 3 
and Fig. 4 by subcategories for the stator and rotor design 
respectively. Overall, this enables a higher level of variety in 
the description of possible AFM topologies and designs. By 
combining a topology from Fig. 2 with specific choices for the 
stator and rotor design in Fig. 3 and Fig. 4 an overall design is 
generated. For instance, the topology of single stator double 
rotor (SSDR) with a pole orientation of north/ south, a core 
based and slotted but yokeless stator with concentrated ring 
windings as well as core based but slotless rotors with surface 
permanent magnets (PMs) leads to the well-known yokeless 
and segmented armature (YASA) design [13].  

 
Fig. 2. Topologies of AFMs. 

 
Fig. 3. Categories of stator design. 

 
Fig. 4. Categories of rotor design. 

 
Fig. 5. Distribution of topologies in the EMAG simulation articles. 

Changing the pole orientation to the north/ north 
orientation, the winding to a ring winding and adding a yoke 
leads to the so-called TORUS-NN design. As being illustrated 
in Fig. 5 both aforementioned design variants are represented 
extensively in the literature collection. The SSDR topology is 
therefore the most prevalent topology in the literature, 
followed by the SSSR topology. 

As a design feature which is not included in the diagrams 
of [9], [11] and [12] the tooth tip design of stators with core 
and slots is included in Fig. 3 with the label "tooth tip". This 
design feature is explained in Fig. 6 where the different 
versions are shown for a half section of an YASA stator 
segment in a 3D section view and a front view respectively. 
The different forms of this feature are derived by analysing the 
overview papers and the reviewed literature. While the 
configuration without shoe is the most common, according to 
Fig. 7, the azimuthal tooth tip is widely used as well. This is 
because, both of these configurations come with less 
challenges in manufacturing the soft magnetic components as 
laminated steel cores [14], [15], [16], [17], [18] and also in the 
EMAG simulations, because the magnetic field is forced into 
2D cylinder shell surfaces, thereby mainly behaving like a 2D 
flux machine [15], [18], [19], [20], [21], [22].  However, using 
a basic equation for the torque production of AFMs the benefit 
of radial tooth tips becomes evident. Based on [3] and [23] the 
average torque of an AFM is 

T � Bag,avg m I N kw (Rag,out
 2

� Rag,in
 2 )  

where Bag,avg is the average flux density in the air gap, m is 
the number of phases, N is the number of windings per phase, 
kw is the winding factor and I is the rms phase current. Rag,in 



 

 

and Rag,out are the inner and outer radii of the air gap zone 
respectively. The radial tooth tip increases Rag,out and 
decreases Rag,in while the outer dimensions remain constant, as 
these are defined by the inner and outer radii of the coils. 
Therefore, the radial tooth tips increase the torque output of 
the machine with a quadratic effect without changing the outer 
dimensions, thereby increasing the volumetric torque density. 
For this reason, tooth tip designs with a radial shoe as in the 
second column of Fig. 6 are of importance for the research on 
AFMs although such designs are underrepresented in the 
literature collection as is shown in Fig. 7. Nevertheless, in [1], 
[24], [25], [26] AFMs with radial tooth tips are investigated 
whereas in [27], [28], [29] and [30] the combination of radial 
and azimuthal tooth tips are shown.  

In summary, the diagrams in this section expand the 
classifications from existing reviews by screening additional 
articles on the EMAG simulation methods of AFMs, thereby 
building the basis to evaluate special effects occurring in the 
AFM compared to the RFM. 

 
Fig. 6. Possible shapes of the stators tooth tip. 

 

Fig. 7. Different forms of stator tooth tips. 

IV. SPECIAL EFFECTS FOR EMAG MODELS OF AFMS 

Due to the different shape of the air gap, the AFM has 
different magnetic flux paths compared to the RFM. This 

leads to effects that have a greater influence in the EMAG 
simulation of AFMs than in the simulation of RFMs. These 
effects are illustrated for AFMs with core in Fig. 8 and for 
AFMs without stator core in Fig. 9. Both figures show a half 
pole and a half coil of an exemplary AFM with simplified flux 
paths. The magnetic fields along the active length of an RFM 
are often neglected for simulation. With the AFM, however, 
the active length is orientated in the radial direction of the 
machine and is therefore comparatively short. For this reason, 
edge effects have a decisive influence on the magnetic field. 
The “radial leakage” effect, the “radially varying (air gap) 
field” effect and the “end winding effect” from Fig. 8 and 
Fig. 9 can mainly be attributed to the shorter active length and 
the associated end effects as well as the radial change in the 
magnetic circuit due to the change of circumference. 
However, as explained in the previous section, AFM designs 
can also include radial changes in geometries, such as special 
magnet, core or coil shapes. These design variations are 
complemented by radial and azimuthal tooth tips as well as 
radial diameter differences (“radial overhangs”) between the 
rotor and stator. The design differences have a direct influence 
on the EMAG conditions of the AFM and lead to further 
indirect effects. The saturation in the core material can vary 
radially ("radially varying saturation" effect). Radial notches 
in the core material lead to locally highly saturated zones 
("radial notches" effect). Radial tooth tips in particular lead to 
radial magnetic field directions occurring in the cores, which 
cannot be neglected ("radial field direction" effect).  

The effects mentioned here can be understood as 
requirements for the EMAG modelling and simulation 
methods of AFMs. The more of these effects can be replicated 
by a simulation method, the more generalised the 
corresponding approach can be applied to different types of 
AFMs and the better the suitability of the approach for 
comparisons between different AFM types. 

 
Fig. 8. Special effects in AFMs with core demonstrated on half stator 

segment and half rotor pole of an YASA AFM. 



 

 

 
Fig. 9. Special effects in a coreless AFM demonstrated on half stator coil 

and half rotor pole. 

V. TARGET QUANTITIES OF EMAG SIMULATIONS 

EMAG simulations are executed in order to obtain certain 
target quantities of the electrical machine that characterise its 
behaviour. The resulting distribution of target quantities from 
the literature collection is shown in Fig. 11.  The back 
electromotive force (back-EMF) as the most represented 
target describes the AFM from the electrical domain together 
with the coil inductances. On the other hand, the torque as the 
second most represented target and the torque ripple describe 
the interface to the mechanically connected systems. In 
addition, acting forces on the stator, the rotor or single 
subcomponents build another interface to a more detailed 
mechanical investigation of the AFM. Finally, the internal 
behaviour of the AFM is described by loss quantities and the 
magnetic air gap flux density. The latter enables more detailed 
information about the magnetic field solution, compared to 
other quantities like torque or back-EMF. The air gap flux 
density is therefore a popular method for comparing and 
validating different simulation methods and precisely 
identifying deviations. Another important target quantity is 
the opposing magnetic field in the PM in order to examine an 
operating point for demagnetisation. However, this target is 
not found in the literature collection. 

 
Fig. 10. Distribution of the most frequent simulation result quantities. 

A. Torque Calculation 

There are four torque calculation methods which is 
illustrated in Fig. 11. The Maxwell stress tensor (MST) can be 
derived from Lorentz force law and is used to calculate the 
torque based on the air gap flux densities in axial and 
azimuthal direction [30], [31]. A more robust extension to the 
MST for numerical simulation is the Arkkio method [30], [32] 
which is also labelled with MST in this work. The torque 
calculation method based on the conservation of electrical 
energy is applied in [33], [34] and [35]. With this approach, 
the electrical power is calculated on the basis of the back-EMF 
and the phase current. By dividing this power by the angular 
velocity, the torque is calculated directly. This method 
generally is only suitable for calculating the average torque. 
Instead, the Lorentz force utilized in [22], [36], [37] can be 
used to calculate instantaneous torque values based on coil-
related variables. However, when it comes to the torque ripple 
only the harmonic torque components of the armature winding 
are considered and the cogging torque caused by the PM 
induced rotor field is neglected by the calculation based on 
Lorentz force. The methods mentioned so far can be applied 
as post-processing to an EMAG field problem that has already 
been solved. However, for the virtual energy method, the 
partial derivative of the magnetic co-energy according to the 
motion variable must be calculated during the solution 
process. Therefore, although being able to calculate all torque 
and torque ripple components this method is usually only used 
in the context of magnetic equivalent circuits (MECs), since 
the co-energy calculation is comparatively simple there [38], 
[39], [40]. 

B. Force Calculation 

Due to the comparatively large outer diameter of the AFM, 
the axial forces acting between the stator and rotor lead to the 
deformation of the rotor, which can close the air gap and thus 
damage the machine [41]. For this reason, analysing the axial 
forces is of great importance. Nevertheless, the target of force 
calculation appears to be underrepresented in the literature 
with 14 articles. The force between the stator and rotor can be 
calculated using the MST and the air gap flux density [41]. 
The literature mainly analyses static maximum forces [42]. 
Only [14], [43] and  [44] carry out dynamic analyses based on 
the harmonic components of the forces. In the literature 
collection, there is no feedback of the mechanical 
deformations into the EMAG simulation to analyse the 
feedback effects. Moreover, [44] comes to the conclusion that 
the force calculation using the magnetic air gap flux density is 
not sufficient for a detailed mechanical investigation of the 
vibration, but that the surface forces of the components must 
be used instead. 

C. Loss Calculation 

As with the RFM, the losses in the ferromagnetic core can 
be calculated in a post-processing step after solving the field 
problem with the loss formulae according to Bertotti [45] or 
Steinmetz [46] or with loss maps [15], [16]. The dynamic 
effect of the loss mechanisms on the magnetic field is 
neglected in this case. But such influences have already been 
investigated for the AFM in individual articles [47], [48].  

Evaluating the distribution in Fig. 10, the DC winding 
losses are mainly considered as the only winding losses and 
the AC winding losses are strongly underrepresented. 



 

 

 
Fig. 11. Distribution of torque calculation methods. 

There already exist studies on the AC winding losses in 
AFMs by [49] and [50] as well as a loss model for the AC 
winding losses for AFMs with coreless stator [51], which 
indicate the significance of the AC winding losses. Therefore, 
further investigations as well as the development of further 
loss models or calculation methodologies of different types of 
AFMs are necessary. Calculation methodologies could, for 
example, be based on the AC loss calculation in the 2D FEA, 
as demonstrated in [49]. In order to increase the accuracy of 
AFM loss and efficiency calculations, it is important that the 
calculation of AC copper losses is widely used in AFM 
research. 

Compared to the iron losses, the PM losses are also 
underrepresented in Fig. 10. The PM losses are due to the eddy 
currents in the PMs. In addition to the losses, the eddy currents 
form a magnetic reaction field that influences the dynamic 
behaviour of the fields and the machine. In addition to the 
solution of the transient Maxwell equations in 3D space 
[49], [52], various approaches already exist for calculating the 
eddy current losses of AFMs with and without taking the 
reaction field into account [53], [54], [55]. The approaches are 
generally based on a model of the electric fields that form 
within the PM in the plane orthogonal to the axis of rotation 
of the AFM. 

VI. SPATIAL DIMENSIONS OF EMAG SIMULATIONS 

As described in the previous chapter, the magnetic flux 
density is a decisive target variable for describing the 
magnetic field in electrical machines. The magnetic field can 
be formulated in one, two or three dimensions. Although in 
AFMs, as described in section IV, radial or 3D effects occur, 
for some types of AFMs the modelling of the magnetic field 
in one or two dimensions already leads to accurate results. The 
distribution between 1D, 2D and 3D simulation in the 
literature collection is given in Fig. 12. Especially 2D 
simulations are used as an alternative to 3D simulation. In the 
following, the transformation from the 3D design of an AFM 
into lower dimensions is described.  

A. Slices 

Since the stator, rotor and active air gap have an annular 
shape, the transformation into 2D space takes place along a 
cylindrical surface that is aligned coaxially to the axis of the 
machine and intersects the active area of the machine. This 
process is shown in the upper part of Fig. 13. The 
transformation to a lower dimension means that the radial 
effects from section IV are neglected. In order to reproduce 
some of these effects nevertheless, it is possible to model the 
3D space not in one but in several 2D spaces. This is the 
fundamental idea behind the multi-slice approach, which is 
often referred to as the quasi 3D method and is illustrated in 
the lower part of Fig. 12. Although with the multi-slice 
method the magnetic field is solved at different radii, it still 
has no radial components due to the alignment of the slices. 

 
Fig. 12. Spatial dimension of the simulation approaches considered. 

 
Fig. 13. Single and multi slice 2D simulation concept demonstrated on the 

periodical stator section of  an YASA AFM. 

Therefore, although the multi-slice approach is capable of 
modelling effects depending on the radius, such as the radial 
change in shape of subcomponents or the radial change in field 
distribution and the radial change in saturation of 
ferromagnetic components, effects caused by a radial field 
direction are neglected. For this reason, the effect of radial 
tooth tips, radial notch effects and radial end effects as well as 
a radial overhang between rotor and stator are not modelled 
with the multi-slice method. 

Regarding the radial distribution of the slices most 
approaches of the multi-slice method utilize an equal 
distribution, however there are exceptions. In [16] and [18] 
thinner slices are used towards the radial ends of zones, 
because tests showed higher accuracy with this arrangement. 
This could indicate that there occurs a border effect for the 
inner and outer most slices. To overcome such an effect in [56] 
slices are always placed at the inner and outer most radial 
position and interpolation is used to get results for arbitrary 
radii. 

B. Equivalent Radius 

The equivalent radius defines the position of the cylindric 
cutting surface from which the individual slice simulation 
models are derived. In about 73% of the 2D modelling 
methods the average radius of the selected 3D ring section is 
used. No definition of the equivalent radius is given in 17% of 
the articles, whereas in [27], [38] and [57] other definitions of 
the equivalent radius like the mean square average or an 
approach based on the magnetic energy are used.  



 

 

C. Transformations 

Finally, the target space of the 3D to 2D transformation is 
regarded. According to Fig. 14, the transformation from the 
cylindrical surface of the rotational AFM to a flat surface with 
cartesian coordinates of an equivalent linear machine is the 
most common. This transformation is employed, particularly 
in the context of 2D FEA, because there is no possibility of 
executing a 2D EMAG analysis on a cylindrical surface using 
the majority of numerical simulation software. The rotational 
AFM repeats periodically and infinitely along the azimuthal 
direction. However, for a linear machine there is an end in the 
direction of movement. Therefore, if possible the correct 
periodic conditions must be applied at the azimuthal end of the 
simulation space [30]. Otherwise, workarounds like [19] have 
to be implemented to avoid azimuthal end effects from the 
linear machine affecting the results. If another transformation 
is used this effect can be avoided as well. Instead of 
transforming to a linear machine the AFM slice can be 
transformed to either an inner or outer rotor RFM. This has the 
advantage that the extensive simulation methodology of the 
RFM can be applied to the AFM, but with this transformation 
the dimensions of the components are distorted and scaled 
with increasing distance from the air gap. Furthermore, some 
MSMR AFMs are difficult to simulate with this approach. For 
further details of this transformation, it is referred to [19] and 
[58].  Finally, the last approach is to not transform the slices 
and solve the magnetic field directly on the cylindrical 
surface. This approach is associated with the least 
transformation effort [59], [60]. 

VII. COMMON SIMULATION APPROACHES 

In this section the major EMAG simulation approaches 
based on the literature collection are described with respect to 
the criteria and requirements derived in the previous sections. 

A. Analytical and Semi Analytical Methods 

1) Fourier-based Methods 

a) One Dimensional Fourier Air Gap Models 

For simple initial estimates of an AFM, it is possible to 
model the air gap field of the machine one-dimensionally with 
a Fourier series at the centre radius. Consequently, radial 
effects are neglected. In some cases, the Fourier series is 
derived directly from the magnet arrangement using 
simplified assumptions, as in [34], [61] and [62]. 
Alternatively, a Fourier series for the magnetomotive force at 
the air gap and a second Fourier series for the variable 
permeance of the air gap are established and the distribution 
of the air gap flux density is derived by multiplication [63], 
[64]. This also allows cogging torque to be accounted for. 
Other target variables such as the back-EMF can be derived 
on the basis of the winding function theory [62]. Soft magnetic 
components are modelled with infinite permeability, without 
saturation and without losses [62]. The method is therefore 
only suitable for basic estimates, especially if a very short 
calculation time is required. 

 
Fig. 14. Target space of 3D to 2D transformations. 

b) Magnetic Scalar Potential Air Gap Models 

In this approach, only the unloaded PM excited field of the 
rotor between two magnetically infinitely conductive discs is 
considered as the field solution. This approach is therefore 
only suitable for coreless or slotless AFMs. Due to the absence 
of free currents, the magnetic scalar potential is used as a 
solution variable and thus the Poisson equation and partially 
also the Laplace equation are formulated for the regions of the 
PMs and the air. The magnetisation effect of the PMs is 
represented by Fourier series and the relative permeability of 
the PMs is neglected. The air-gap magnetic field is solved 
either in two dimensions for the average φ-z plane of the air-
gap [35], [43], [65], [66] or in the three-dimensional r-φ-z 
volume [36], [37], [60], [67], [68] of the air-gap. The 2D 
solutions often refer to solutions for RFMs as for example to 
[69]. In the 3D solutions, the radial variation of the flux 
density and the radial end winding effects are considered. In 
order to be able to map these effects with the 2D solution, a 
3D solution is constructed from the 2D solution in [43] using 
a radial correction function. An alternative is the usage of 
multiple 2D slices as in [65]. Examining the geometric shapes, 
for the 2D as well as the 3D solutions mainly the standard ring 
segment shapes are represented. Exceptions to this 
observation are the Halbach array in [37] and the circular coil 
in [67]. To derive the electrical simulation targets like back-
EMF from the field solution, the flux density distribution is 
integrated over the coil area and the time derivative is 
calculated [43], [66]. As another simulation target the torque 
can be calculated with the Lorentz force [36] or by using the 
conservation of electrical energy method [35]. Losses like AC 
winding loss, iron loss or PM losses are not considered in the 
articles on this method. In summary, this method can be used 
to generate 3D air gap fields for coreless or slotless AFMs 
with modest effort, but it lacks the flexibility of geometric 
shapes, the consideration of saturation effects and loss 
considerations. 

c) Magnetic Vector Potential Models 

The methods presented previously based on Fourier series 
can neither model free currents nor ferromagnetic material 
behaviour. For this reason, methods have been developed that 
use the magnetic vector potential as a solution variable, which 
allows the effect of currents to be considered. In these 
approaches, however, the magnetic field is solved exclusively 
in a 2D plane, which means that the vector potential has a 
single component [70]. Consequently, the multi-slice method 
is necessary to account for radial effects of the AFM. A 
complete reproduction of all the effects listed in Section IV is 
therefore not possible. Nevertheless, the models presented 
here offer advantages when modelling slotting effects, 
materials and losses. Although losses such as eddy currents 
are neglected, approximation methods such as the loss 
calculation based on Steinmetz can be used on the basis of the 
field distribution within the material [20]. The material 
properties, magnetisation effect and current effect are defined 
either by defining individual zones or as Fourier series within 
a layer [71]. The first method is referred to as the subdomain 
model [58], [72]. In this work the second method is referred 
to as layer model [22], [70], [73]. The layer models presented 
in [21] and [73] define the permeability in a layer by a Fourier 
series thereby being able to account for a finite value of the 
relative permeability of iron. Moreover, an iterative process is 
utilized in both of these articles to solve for non-linear 
saturation of the iron. As the methods presented in this 
subsection model the on-load magnetic field MST is used to 



 

 

calculate torque, torque ripple and forces [71]. The back-EMF 
is derived by calculating the time derivative of the integral of 
the flux density over a coil pitch span [73]. Overall, the 
features of this method are more comprehensive than the other 
methods based on Fourier series, but the flexibility in the 
choice of geometry remains limited and not all radial effects 
of the AFM can be modelled. Furthermore, there is no 
methodology for a detailed and accurate incorporation of 
losses and their dynamic effects. 

2) Magnetic Equivalent Circuit 
The MEC approach uses circuit theory to model and solve 

the magnetic field. The magnetic circuit can be weakly or 
strongly linked to the geometry of the machine, leading to 
simple [74], [75] or very complex [15], [48] grid-like circuits, 
which in extreme cases are similar to finite element meshes. 
In most cases, however, the circuit has a medium complexity 
comparable to [76], [77], [78] or [79], whereby nodes of the 
circuit are created for individual sub-zones of the machine and 
adjacent nodes are linked via wires. The magnetic 
conductivity of the materials and media are represented by 
lumped resistors (reluctances) and the magnetomotive force of 
magnets and coils by voltage sources. Because the 
equivalence between the real geometry and the circuit is 
flexibly definable also the dimensions and the resolution of 
the total circuit can be variable within one model. 
Furthermore, if the reluctances are defined as parts of ring 
segments the MEC can directly describe the ring shape of the 
AFM as a 2D circuit, as multi-slice 2D circuits or as a 3D 
circuit without a transformation to a linear equivalent 
machine [59]. Regarding ferromagnetic material properties of 
the soft magnetic cores the MEC approach enables the 
utilization of nonlinear reluctances which can be solved 
comparably easy due to the circuit theory. Moreover, even 
dynamic behaviour can be modelled using inductances in the 
magnetic circuit. These magnetic inductances can replicate 
eddy current or hysteresis effects, that can be solved 
dynamically in the MEC thereby directly considering the 
effect of reaction fields [38]. Additionally an electrical circuit 
can be introduced similar to [55], [80] or [81] which is able to 
model the eddy current effect based on the geometry of a cross 
section and which is linked to the MEC. In summary, there 
exists great potential of the MEC to dynamically and 
accurately model the soft magnetic material behaviour. In 
contrast, the modelling of low-permeability zones such as air 
or PMs with MECs is a greater challenge than, for example, 
with Fourier-based analytical models. With different 
approaches, such as the use of flux tubes [24], [39], [79], 
conformal mapping [78], or high-resolution MEC networks 
[82], [83], these zones can still be modelled with high 
accuracy. Nevertheless, for the first two approaches, prior 
knowledge of the field paths is required and the latter 
increases the computational effort. Finally the relative 
movement between stator and rotor poses another challenge, 
which is solved by step-wise or zone-wise reconnecting wires 
[24], [79], [83], steadily changing the values of the air gap 
reluctances [24], [79] or interpolating on a sliding interface 
[82]. Alternatively the circuit stays constant while the rotor 
circuit elements change their properties to simulate 
movement [15].   

To summarise, MECs are capable of considering all 
special effects, calculating target variables and offering 
extensive functions, e.g. dynamic material behaviour. 
However, the different options for modelling the air gap and 
movement should be compared and evaluated in a 

standardised manner in order to identify the approach with the 
objectively highest accuracy and calculation efficiency. 

B. Numerical Simulation 

1) 2D FEA 
With 2D FEA all target quantities from section V except 

for the end winding components of the AC winding losses and 
the exact eddy currents can be calculated. As in [49] only the 
radially oriented conductors can be modelled in the cylinder 
surface for the transient winding loss calculation. However, 
the magnetic field at the radial ends is not guaranteed to be 
similar to the field occurring in the windings between two 
adjacent stator teeth. This can lead to inaccuracies in the 
winding loss calculation. To be able to model the eddy 
currents especially in the solid and conductive PMs additional 
models like [54] or [63] must be used and linked with the 
magnetic simulation. In addition to the target quantities, the 
capability of modelling the special effects of the AFM for 
different 2D FEA approaches is analysed. 

First the single slice 2D FEA using analytical extensions 
like [33] is investigated. Although saturation is considered in 
the 2D model, the radial change of saturation is not. Despite 
the radial change of the outer contours of the active 
components, such as the PMs, can be modelled with this 
method, it is not possible to include the radial tooth tips and 
the associated radial field components and radial notch effects. 
Furthermore, the radial end-effects and the radial overhang are 
not considered as well. Next, the fundamental multi-slice 2D 
FEA which is described in [84] and [85] is analysed. While 
mainly having the same properties as the single slice 2D FEA 
with analytical extension different saturation levels can be 
modelled radially due to the discrete slices. However, because 
the slices are not linked, radial field components, radial notch 
effects and radial end effects are not modelled. Therefore, an 
extension is proposed in [86] to consider radial end effects 
based on an analytical function similar to the functions used 
in the section of analytical models. Another extension is 
suggested in [56] where interpolation between radial adjacent 
slices is used to receive an steady field result in the radial 
direction. Finally there is an additional extension by the 
company VEPCO Technologies which provides information 
about a multi-slice EMAG simulation approach for the 
software MotorXP-AFM [87]. In addition to the cylindrical 
multi slices another cutting plane in the r-z-plane in the centre 
of a stator segment is applied. In this plane radial field 
components are modelled allowing the magnetic flux to enter 
radial tooth tips, to build up leakage paths at the radial ends 
and to consider the radial notch effects. Such approaches 
enable the extended applicability of the 2D multi-slice FEA 
methodology, which increasingly imitates the full 
functionality of 3D FEA with less computational effort, 
making the methodology a serious alternative. 

2) 3D FEA 
3D FEA is by far the most widely used EMAG simulation 

method for AFMs. About 45% of the articles of the collection 
use 3D FEA as the main method and another 45% use 3D FEA 
to verify other simulation methods. This is because 3D FEA 
is able to model all special effects of the AFM from section 
IV and retrieve all targets quantities from section V. The 
computational expense is still the major drawback of this 
method, especially when all effects and targets are solved for 
in a time stepping dynamic simulation. While most of the 3D 
FEAs use the magnetic vector potential as dependent variable, 
there exist approaches to significantly reduce simulation time 



 

 

by using the magnetic scalar potential not only for the magnet 
regions but also for the coil regions as demonstrated in [30], 
[88] and [89]. For this approach, however, all time dependent 
effects and losses are to be calculated with other methods in a 
postprocessing step. Another approach to accelerate 3D FEA 
is the field reconstruction method. The geometrical symmetry 
and periodicity as well as the time based periodicity of the 
AFM are used to replicate the distribution of the magnetic 
field from a few finite element simulation steps [90], [91]. By 
applying both approaches mentioned an acceleration by one 
or two magnitudes is possible, thereby enhancing the 
applicability of the 3D FEA for AFMs. 

VIII. INTERFACES TO MANUFACTURING PROCESSES AND 

MATERIAL SCIENCE 

In this section the influences of manufacturing process and 
materials on the EMAG simulation of AFMs are lined out.  

A. Manufacturing Processes  

The literature collection shows that research is currently 
mainly investigating simplified nominal AFM designs. In 
reality, however, the production of components is subject to 
dimensional and shape deviations that lead to positional 
deviations during assembly. The adhesives or fasteners used 
can also lead to further positional deviations. This can lead to 
gaps between the active magnetic components that impair the 
behaviour of the AFM. However, the literature collection does 
not contain any studies on the effects of gaps between active 
components. Furthermore, chamfers or radii are present at the 
edges of the active components due to the manufacturing 
influences described. Although the influences of these effects 
are investigated in [30] and [64], they are not the focus of the 
analysis there. As the modelling and simulation of detailed 
geometries is complex for all simulation methods, the coils of 
the AFM are also often simplified. Only in 6 articles of the 
literature collection individual conductors are modelled, in 62 
articles the coil is represented by a simplified geometry. In the 
remaining articles, only the PM field was considered and the 
coil was therefore not modelled. As already mentioned in the 
subsection “Loss Calculation”, the modelling of the 
conductors has a decisive influence on the AC winding losses 
of the AFM. For an accurate loss estimation, the modelling of 
individual conductors or the use of accurate approximation 
models is therefore crucial. As pointed out in the subsection 
“Force Calculation” the axial forces between rotor and stator 
can significantly influence the operation of an AFM. For this 
reason, various deviation analyses of the alignment errors of 
the rotor and stator have already been carried out. Specifically, 
the radial axis offset [58], the angular deviation of the rotor 
axis and a single rotor disc [52], [58] and the axial deviation 
between the stator and rotor [52], [75] were investigated. So 
initial findings already exist in the literature for these 
production-related deviations of the AFM. 

B. Materials  

For the EMAG simulation of AFM especially the 
electrical and magnetic conductors are important. As hard 
magnetic material in about 90% of the articles where an 
indication of the PM material is given, neodymium magnets 
(NdFeB) are used. In the literature collection by far the most 
used material for the windings of the AFM is solid copper 
wire. However, Litz wire [92], carbon nano tubes [93] and 
superconductors [57], [94], [95], [96] are represented as well. 
For Litz wire and superconductors special loss models 
mentioned in the respective references must be used. 

Furthermore, the EMAG fields in superconductors are not 
solved with the magnetic vector potential but with a 
formulation based on either the magnetic field or the current 
vector potential [57]. These are the major changes required to 
implement these materials into the EMAG simulation.  

With regard to the ferromagnetic components of the AFM, 
in the literature collection most frequently iron or electrical 
steel as solid materials are used in the rotor, followed by 
laminated electrical steel. In the stator, laminated electrical 
steel and soft magnetic composite (SMC) are most frequently 
used due to the larger influence of alternating fields. Because 
of the wide application of laminated electrical steel in the 
literature collection, the geometric diversity of the 
corresponding AFM designs is limited. Therefore, designs 
with radial tooth spacing of the stator teeth are also avoided. 
Instead, SMC offers more flexibility in the design of the core 
segments, but has unfavourable magnetic properties, such as a 
lower permeance and saturation flux density [97]. In the 
future, multi-material cores such as [98] or additively 
manufactured cores such as [99] that include thin gaps to 
prevent eddy currents could solve this conflict of objectives. 
For the EMAG simulation of the first approach, the modelling 
method must include an efficient implementation of low-
permeability gaps in order to be able to simulate the interfaces 
between different materials. For the EMAG simulation of the 
additively manufactured core the modelling method either has 
to efficiently solve the magnetic field for the combination of 
thin low-permeability gaps and detailed core structures or an 
efficient and simplified substitute model must be developed. 
So, in future, there will be further new challenges and 
requirements for EMAG simulation methods. 

IX. CONCLUSION 

The main findings of this review are: 

1. Radial tooth tips can increase the torque and power 
density but quasi 3D methods are currently not able to 
replicate all occurring effects of this feature. 

2. AC winding and PM losses are underrepresented in 
the literature collection. Especially for AC winding 
losses further investigations and simplified models 
are needed. 

3. Models based und Fourier-series still need further 
development to compete with MECs or FEA.  

4. MEC models are flexible and scalable. Especially 
saturation and dynamic behaviour such as hysteresis 
and eddy current can be efficiently solved. 

5. Additional r-z-slices that are coupled to the standard 
z-φ-slices could further improve multi-slice 2D FEA. 

6. The field reconstruction method and the magnetic 
scalar potential significantly accelerate 3D FEA. 

7. Not all relevant influences of production and 
materials on EMAG simulation have been analysed 
by research to date. New trends are creating new 
challenges, such as the simulation of fine additively 
manufactured structures. 

These findings show additional requirements for future 
research on the EMAG modelling and simulation methods. 
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Abstract— As the global transition to electrification and 

green energy intensifies, the significance of advanced electric 

motor technology grows. Axial flux motors (AFM) stand out 

with their unique design and inherent advantages, positioning 

them as a promising solution in this sustainability-driven shift. 

This paper presents a comparative analysis of the 

manufacturing process chain for AFMs, crucial components in 

diverse sectors such as electric vehicles, renewable energy 

systems, and industrial automation. AFMs offer distinct 

advantages over traditional radial flux motors, including high 

power density, compact size, and efficiency, underscoring the 

importance of optimizing their production process for enhanced 

performance and reliability. Beginning with an overview of 

AFM technology and its wide application potentials and 

topologies, the paper examines each stage of a potential 

manufacturing process chain. These stages encompass design 

and engineering considerations, winding techniques for stator 

components, fabrication methods for core laminations, and 

magnet assembly processes. By examining various methods and 

processes, their impact on impact on automation, 

manufacturability, production efficiency as well as quality will 

be assessed, and the crucial role of AFMs in promoting 

sustainable technological advancements across industries and in 

shaping a greener future is highlighted. 

Keywords— electric motor, axial flux motor, manufacturing, 

electric motor production, process chain 

I. INTRODUCTION AND MOTIVATION 

The advancement of electric motor technology has been 
pivotal in shaping the landscape of various industries, from 
automotive to renewable energy sectors [1, 2]. Traditionally, 
electric motors have predominantly relied on radial magnetic 
flux configurations, wherein the magnetic field propagates 
radially across the motor's stator and rotor. However, recent 
years have witnessed a notable transition towards electric 
motors characterized by magnetic fields with axial working 
direction [3]. This shift has been motivated by several factors, 
ranging from the pursuit of enhanced efficiency, power, and 
torque density as well as space restrictions to addressing 
specific design constraints and application requirements. [4] 

Macroscopically, the production steps required to 
manufacture an axial flux motor (AFM) do not differ 
fundamentally from the manufacturing of a radial flux motor 
(RFM) in terms of the components to be realized. However, 
the many different design options and their respective design 
features for AFMs mean that the actual technologies for the 

production of AFMs are still largely uncharted [3]. Especially, 
the production technologies for the first large quantities and 
new motor topologies pose some huge challenges and have 
not yet been fully researched and developed, leaving room for 
optimization. Therefore, in-depth investigations and 
adjustments to production technologies are still required, with 
a focus on automated and large-scale series production of 
AFM. 

In this paper, the authors examine the fundamental 
differences in the production process chains of AFMs and 
RFMs as well as the influence of different motor topologies 
and architectures on the respective characteristics of the used 
processes and process chains. Using one defined AFM 
topology as an example, process alternatives for each process 
step are presented and discussed through a comparative study. 
A subsequent evaluation concerning the technical process 
characteristics as well as the resulting automation potentials 
and limitations reveals the process suitability and performance 
metrics of the processes. Finally, possible optimization 
potentials along the process chain are identified and an 
optimized process chain is recommended for the investigated 
AFM process architecture. 

Through this comparative approach, the authors aim to 
explain the inherent motivations for this paradigm shift in 
motor development, provide insight into the technological 
progress, and contribute to the science-based advancement of 
AFM technology that is driving this change. By examining the 
fundamental processes used to produce AFMs, a 
comprehensive understanding will be provided that will 
influence future motor design, efficiency, and overall system 
integration. 

II. STATE OF THE ART 

This chapter initially addresses the basic topologies of 
AFMs and their characteristics and differences, before moving 
on to the manufacturing of electric motors and its associated 
production processes and chains. Thereby, the focus lies on 
the general production of electric motors, followed by the 
specifics of radial and axial flux motors and their components.  

A. Different Topologies of Axial Flux Motors 

AFM exhibit a diverse array of topologies, each carefully 
designed to meet specific application requirements and 
performance criteria. Fig. 1 shows a basic classification of 
different topologies of permanent magnet-exited AFMs by 
[4]. 



Among these configurations, the single stator, single rotor 
AFM stands as a fundamental design, featuring a single rotor 
and stator disk assembly. This topology emphasizes simplicity 
and compactness, making it particularly suitable for 
applications where space is at a premium. Conversely, the 
double stator, single rotor AFM configuration introduces a 
second stator alongside the primary rotor, increasing power 
density and torque capabilities. This topology is often 
preferred for applications that require increased power output 
in a confined space. In contrast, the single-stator, dual-rotor 
AFM integrates a secondary rotor alongside the primary 
stator, providing increased torque output. This configuration 
is advantageous in scenarios requiring increased power and 
redundancy, such as aerospace and electric vehicle propulsion 
systems. In addition, the multi-stator, multi-rotor AFM 
configuration combines multiple stator and rotor assemblies 
to provide unprecedented levels of performance, redundancy, 
and fault tolerance. This topology is particularly beneficial in 
high-demand applications where reliability and operational 
resilience are paramount, such as industrial automation and 
renewable energy generation. The individual designs can be 
further categorized according to their various components. A 
distinction is made between the basic structure of the stator, 
which can consist of an iron or air core. There are also 

differences in whether individual teeth or one laminated core 
are used. [4] 

In addition to the subdivision of the stator, the structure of 
the rotor can also be used for further classification. However, 
this study is not intended to outline the various motor 
topologies, but merely to show that there is a very wide variety 
of different topologies in the field of axial flux motors, which 
in turn entail an even greater variety of possible manufacturing 
technologies for their production. Flexible, automatable, and 
cost-effective manufacturing technologies for all components 
are therefore essential to ensure reliable large-scale production 
of various axial flux motors in the future.  

B. The General Production Process Chain of Electric 

Motors 

The electric motor manufacturing process chain is a 
complex and multi-dimensional task that involves a series of 
precisely sequenced steps to transform raw materials into 
high-performance electromechanical devices. Fig. 2 shows the 
general process chain for manufacturing an electric motor. 
The process begins with the careful selection of materials, 
which plays a critical role in determining the performance, 
efficiency, and durability of the final product. Key materials 
include soft magnetic laminations for the cores, high-

 

Fig. 1. Classification of different topologies of axial flux permanent-magnet motors [4] 
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Fig. 2. The general process chain for manufacturing an electric motor comprises a large number of processes (based on [5])   
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conductivity copper wires for the windings, (permanent) 
magnet material for the rotors, insulation materials to protect 
against electrical breakdown, and various structural 
components such as housings, bearings, and shafts. These 
materials undergo strict quality control to ensure compliance 
with high standards and specifications. [5] 

The production processes for the various assembly 
components of the electric motor are highly specialized 
techniques, such as precision machining, stamping, or laser 
cutting. In this first phase, the individual components such as 
magnetic laminations are formed into rotor and stator cores, 
the copper wire is wound into coils, and secondary 
components such as bearings, shafts, and housings are 
manufactured. The assembly phase of the manufacturing 
process then brings these individual components together to 
form complete motor units. This stage requires careful 
attention to detail to ensure proper alignment, fit, and 
functionality of all components. In addition, the assembly 
process may involve the use of adhesives, fasteners, and other 
securing methods to ensure structural integrity and long-term 
reliability. After assembly, electric motors undergo extensive 
testing and validation procedures to evaluate their 
performance characteristics and ensure compliance with 
regulatory standards. These tests may include insulation 
resistance, torque, temperature tolerance, and durability under 
various operating conditions. [5] 

III. DIFFERENCES IN THE PRODUCTION PROCESS CHAINS OF 

RADIAL AND AXIAL FLUX MOTORS 

The process chains for manufacturing electric motors for 
automotive applications are similar for most types of motors. 
Despite the completely different topology and geometry of a 
comparable RFM and AFM (c.f. [6]), a seemingly similar 
overall process chain can be applied for the manufacturing of 
the components of the stator and rotor. Within the individual 
processes, there might be still major differences as shown in 
[7]. The process chains for manufacturing stator and rotor 
components of radial and axial flux permanent magnet motors 
are shown in Fig. 3. To enable a better comparison of the 
process chains, RFM and AFM are both equipped with 
permanent magnet rotors. 

 To manufacture an RFM, the stator core is first packaged 
from individual electrical sheets [8]. The slots for the 
windings are fitted with slot base insulation paper to protect 

the primary insulation of the wire from damage when it is 
drawn into the laminated core and to increase the dielectric 
strength between the laminated core and the winding [9]. 
Traditional winding methods such as flyer winding, needle 
winding, or form coils such as hairpins can be used for 
winding [10]. After the windings have been drawn into the 
stator lamination stack, they have to be contacted according to 
the winding scheme. Processes such as laser welding, 
soldering, and hot crimping are available for this [11]. To 
reduce the resulting installation space, the winding head is 
formed and compacted. Once the insulation strength of the 
stator has been tested, the laminated core including the 
windings is impregnated using dipping or trickling processes 
[12]. [13] 

The rotor of a permanent magnet RFM is also a laminated 
stack of electrical sheets. Depending on the requirements, the 
magnets can be attached in a specific pattern on the surface or 
buried in the laminated core [14]. In the case of an electric 
machine with buried magnets, the next step is to bond the 
magnets into the cavities using adhesives or resins. Once 
assembled, the rotor is checked for imbalance and can be 
balanced by subtractive or additive processes if necessary 
[15]. The magnets are then magnetized as a whole in the rotor 
using a pulse magnetizer [16]. The rotor and its attachments 
are then checked for geometric characteristics to ensure the 
rotor is ready for assembly. To ensure the desired performance 
characteristics, the rotor must also be tested for its magnetic 
properties. [13] 

Compared to RFM, the process chain for manufacturing 
the stator and rotor components for AFM is somewhat shorter. 
This is because some processes can be saved by the AFM 
design. The compacting and forming of the winding head, 
which is used in the RFM stator, can be omitted in the stator 
of the AFM. Furthermore, the insulation step for slot 
insulation (not impregnation) is often omissive with AFM. In 
the rotor, the processes of magnet application and magnet 
fixation can be combined into one process for AFM. As the 
rotor disk has a flat geometry, the magnets used are flat-
shaped and attached to the surface of the rotor disk. Thus, they 
do not have to be mounted in cavities or on a curved surface 
as in RFMs. This also means that less complex magnet 
geometries can be used, which simplifies mounting and 
bonding.  

 

Fig. 3. The process chains for manufacturing stator and rotor components of radial and axial flux permanent magnet motors 
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Although the process chain for AFM appears to be shorter 
macroscopically than the one of RFM, this does not mean that 
it is any less complex. For this reason, a comparative study is 
carried out for selected processes in the following chapter.  

IV. COMPARATIVE STUDY OF PROCESS CHAIN 

ALTERNATIVES FOR AN EXEMPLARY AXIAL FLUX MOTOR 

TOPOLOGY 

This chapter investigates with the help of a comparative 
study process technology alternatives for manufacturing a 
defined AFM topology. The investigation systematically 
analyses various process alternatives for the manufacturing 
steps of both the stator and rotor. Each process is evaluated 
based on suitability and quality metrics. 

A. Topology of a Single-Stator Single-Rotor (SSSR) Axial 

Flux Motor with an Iron-Cored-Slotted-Drum-Winding-

Configuration 

To perform the envisaged comparative study, a defined 
AFM topology is used as an example. Based on this topology 
the process alternatives for each process step are analyzed and 
discussed. The selected AFM configuration is a Single-Stator 
Single-Rotor (SSSR) topology with an iron-cored-slotted-
drum-winding configuration. This supposedly simple 
topology is already sufficient to demonstrate the multitude of 
possible manufacturing processes and variants. Fig. 4 shows 
the basic structure and a CAD model of the chosen SSSR 
under consideration.  

The topology of the exemplary AFM consists of 18 laminated 
and coiled teeth in the stator, which are connected via a 
laminated backplate. In the SSSR machine considered here, 
not only the stator but also the rotor can be equipped with a 
laminated backplate to close the magnetic flux between the 
surface-mounted magnets. However, this is not possible for 
other AFM topologies. By adding a second rotor, for example, 
using just one stator backplate would lead to imbalances in the 
magnetic field.  

The flexibility of the individual technologies is therefore 
of particular importance when setting up a process chain for 
the manufacture of AFM. In the following chapter, the process 
suitability of the various technologies for the different process 
steps is examined in more detail. 

B. Potential Process Alternatives for the Consecutive 

Process Steps in Stator and Rotor Manufacturing  

Looking at the possible processes for the manufacturing of 
the SSSR with two laminated backplates, it is noticeable that 
the stator as well as the rotor need a lamination stack. In other 
words, in both cases, electrical sheets have to be cut, stacked, 
and packaged. Furthermore, the magnets need to be attached 
to the rotor disk. The stator requires windings for the 
individual teeth and the windings must be electrically 
contacted as well as impregnated before proceeding to testing 
and final assembly.  

In simplified terms, the manufacturing processes for the 
components of this AFM can be divided into six main types 
of processes, namely electrical sheet cutting, packaging of the 
sheets, magnet fixation, winding of the coils, contacting, and 
impregnation. For each of these process types, different 
production technologies are available and listed in Tab. I.   

TABLE I.  PRODUCTION TECHNOLOGIES FOR THE CHOSEN 

MANUFACTURING PROCESSES 

Sheet 
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In the following, each of these process technologies is 
briefly presented for its suitability for use within the AFM 
process chain and then evaluated according to the criteria of 
automation capability, cycle time, flexibility, and costs. At the 
same time, a specific criterion is used for each process, which 
evaluates the process quality, for example. 

C. Evaluation of Process Characteristics and Quality for 

the Considered Manufacturing Processes  

To determine the most appropriate technologies for each 
process step, the various technologies are compared to each 
other using evaluation matrices. The rating scale ranges from 
very poor (--) to neutral (0) to very good (++) and represents 
a comparative evaluation for large production volumes and the 
considered SSSR as presented in III.A. Starting with the 
manufacturing process of electro sheet cutting all process 
steps are executed in the following. 

Several processes can be used to manufacture the iron 
cores for rotor and stator. The evaluation matrix for electrical 
sheet cutting is shown in Fig. 5. In laser cutting, the individual 
laminations, including the slots, are cut from straight electric 
sheets. Because of the computer-controlled cutting process, 
the automation capability is very high. However, the cycle 
time is limited due to the individual processing of each sheet. 
Laser cutting allows a high degree of design freedom and 
keeps tool wear to a minimum. The investment and operating 

 

Fig. 4. The basic structure and CAD model of the exemplary SSSR 
AFM 



costs of laser systems are very high in comparison. Rotary 
cutting can be very well automated in the context of the AFM, 
as the coiled raw material can be wound directly into the final 
geometry after processing, resulting in a continuous process 
flow. Manual handling can be eliminated or at least be reduced 
to a minimum. The continuous process flow results in the 
minimal cycle times of all processes considered for volume 
production. Rotary cutting performs worse in terms of 
flexibility of sheet design freedom and tool wear but is the 
most cost-effective production technology in comparison. Slot 
stamping and punching are widely used technologies in the 
industry. However, the process is not flexible due to the tool 
movement required to separate the sheets, and cannot utilize 
the advantages that result from the different AFM geometry. 
This results in increased effort and long setup times when 
changing tools. Soft magnetic composites (SMC) on the other 
hand cannot compete in terms of costs and cycle times as well 
as their inferior magnetic properties. However, SMC can be 
very attractive in AFM with complex flux design. [17, 18] 

 

Fig. 5. Evaluation matrix for electro sheet cutting 

The evaluation matrix for the stacking and packaging 
processes, which must be carried out for all the lamination 
processes, but not SMC, is shown in Fig 6. In addition to the 
suitability for series production, the most important criterion 
for series production when stacking and packaging the 
individual electrical sheets is the influence on the magnetic 
flux. The introduction of additional metallic components and 
the short-circuiting of the laminated sheets have a negative 
impact on the magnetic flux and the propagation of eddy 
currents in the laminated cores. [8, 19, 20] 

 

Fig. 6. Evaluation matrix for stacking and packaging the iron cores 

To avoid this problem, the individual sheets can be fixed 
together by employing baking varnish or injection molding. 
However, these positive influences on the magnetic properties 
are offset above all by disadvantages in the cycle times. For 
this criterion, as well as for automation, sheet interlocking 
stands out in particular. Likewise, welding can be automated 
very well. Here, however, a conductive joint (short circuit) is 
created between the individual sheets, which in turn has a 

negative effect on losses. Brackets are the most cost-effective 
solution. Due to the mostly limited installation space in AFM, 
riveting cannot be used in many cases for process-related 
reasons. [8, 19] 

 

Fig. 7. Evaluation matrix for permanent magnet fixation on the rotor disk 

 For magnet fixation the evaluation results are shown in 
Fig. 7. The individual magnets must be fixed in the rotor to 
transmit the resulting torque to the rotor disk and at the same 
time to retain the magnets in place despite the attraction and 
repulsion forces and high centrifugal forces in working mode. 
In principle, either pre-magnetized magnets can be applied 
directly, or non-magnetized magnets can be used first and the 
entire rotor can then be magnetized in one step. The magnets 
can either be secured on the rotor in semi-open cavities with a 
material or a positive fit. In the case of caulking, the rotor is 
formed radially from the outside to secure the magnets with 
the bent laminated core. For press-in, the magnets are usually 
pressed into the cavities with an oversize. The sacrificial layer 
of the magnets is scraped off to ensure a tight fit in the cavity. 
Gluing and injection molding can eliminate the need for 
mechanical attachment. In this case, a full-surface material 
bond is created, which guarantees the best bonding quality. In 
terms of automation capability, gluing the magnets onto the 
rotor disk stands out as the most suitable process. Due to the 
high tool costs and complex tool geometries, injection 
molding the magnets is the least suitable method both in terms 
of cycle times and overall costs. [21–23]  

 

Fig. 8. Evaluation matrix for the winding processes 

 Regarding the winding of the (copper) coils for the 
individual teeth, a distinction can be made between direct and 
indirect winding methods. The evaluation matrix is shown in 
Fig. 8. Form coil winding and drawing-in are indirect winding 
processes, as the coils are formed outside the stator and then 
inserted into the slots. The remaining methods in the matrix 
can be classified as direct winding processes. Due to its 
excellent automation capability, cycle times, and low costs, 
linear winding has become a standard process in the 
manufacturing of many electrical machines and AFM. The 
good copper fill factor, which influences the efficiency and 
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performance of the electric machine mainly, can only be 
beaten by the form coil. Hereby, a perfect usage of the slot 
geometries with preformed coils can be observed. Due to their 
inherent complex tool movements, toroidal, flyer, and needle 
winding have limitations, particularly in terms of flexibility. 
[10] 

 

Fig. 9. Evaluation matrix for the contacting processes 

 The process of contacting the winding ends of the stator 
coils according to the winding scheme (c.f. Fig. 9) can be done 
with six different technologies. Hereby, adequate access to the 
stator and the winding ends is crucial. Processes such as 
ultrasonic and resistance welding as well as ultrasonic 
crimping require sufficient space for their tools. In the case of 
AFM, this space is usually only available on the outside of the 
stator. If additional joints need to be done on the inside of the 
stator, these methods are often not feasible. The inherently 
non-contact nature of laser welding means that it stands out 
here. Brazing and hot crimping can also not compete with 
laser welding in terms of automation capability. Furthermore, 
laser welding protrudes in terms of cycle times. However, the 
high investment costs are disadvantageous for laser welding 
and are only worthwhile for large quantities. Ultrasonic and 
resistance welding offer the best contact quality. [11] 

 

Fig. 10. Evaluation matrix for the impregnation processes 

 The last evaluation matrix focuses on the impregnation 
and insulation technologies and is shown in Fig 10. Here, 
again, six different process technologies are compared with 
each other. Dipping is supposedly the simplest process, in 
which the component to be impregnated is completely 
immersed in a resin bath until all areas are fully impregnated. 
Dip rolling, on the other hand, immerses the component only 
as far as necessary on one side and then rotates the component 
to impregnate the rest. This saves some of the post-processing 
required for dipping. In contrast to these two dipping 
processes, with trickling the resin is applied directly and 
metered at the appropriate points via a nozzle. The VPI 
(vacuum pressure impregnation), injection molding, and 
potting processes use additional tools and in some cases 
pressure or vacuum to inject a resin or mold around the 

component. In terms of automation, dip rolling and trickling 
have the best capabilities. However, dip rolling is associated 
with a high level of post-processing. This also applies to 
dipping and VPI (vacuum pressure impregnation). The 
injection molding process is rather disadvantageous due to its 
high costs and limited flexibility. Potting excels in terms of 
post-processing, cycle time, and flexibility. However, this also 
applies to trickling. [12] 

V. FINDINGS OF THE EVALUATION AND IDENTIFICATION 

OF POSSIBLE OPTIMIZATION POTENTIALS 

This chapter discusses the findings of the comparative 
study, its limitations, and the preferred technologies for a 
process chain. In order to develop a potentially suitable 
process chain for the serial production of the previously 
chosen SSSR AFM, a selection must be made for each process 
step. Due to the special geometry and the difficult accessibility 
of this topology, not every evaluated method is suitable for the 
production of this kind of AFM. Based on the previous 
evaluation matrices, a decision matrix is now drawn up, in 
which the respective results are summarized as well as the 
preferred technologies for a possible process chain visualized. 
The decision matrix is shown in Fig. 11. 

 

Fig. 11. Decision matrix for the manufacturing of the SSSR AFM 

Laser cutting and rotary cutting perform best for cutting 
electrical sheets. Due to the better cycle time and suitability 
for series production, rotary cutting is preferred. Laser cutting 
is better suited for prototyping and low-volume production, 
but also allows for more complex stacked designs. Due to the 
radial stacking of the rotor, the sheet must be bent to the radius 
of the finished part. This makes rotary cutting particularly 
suitable for this step, as it is ideal for processing coiled sheet 
material. The processed sheet material can then be rolled 
directly into the final geometry.  

The bonding varnish process is well-suited for stacking 
and packaging the core sheets. In this process, the coated 
sheets are fused under pressure and temperature. The fact that 
the surfaces are bonded over a large area results in high 
mechanical strength and electrical insulation between the 
individual sheets. The absence of additional fastening 
elements and short circuits ensures that the magnetic flux is 
not impaired.  

 Gluing is the most suitable method to fixate the magnets, 
as it does not negatively affect the magnetic flux, and it allows 
greater freedom in the design of the magnet shapes or their 
arrangement. Besides its flexibility, gluing is a well-known 
process with multiple automation solutions. The accessibility 
of the cavities in the rotor disk of the axial flux machine is also 
not an obstacle. 
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 Due to the stator design, which has a back plate and pole 
shoes, not all winding methods are suitable for winding the 
individual teeth. Due to the small distances between the teeth 
and the pole shoes, which affect the accessibility of the 
grooves, only needle winding can be used for this AFM 
design. Linear, flyer winding, or form coils are not suitable in 
this case due to the required kinematics and poor accessibility 
with backplate and pole shoes, although they had better 
evaluation results. 

 Since the windings of this AFM topology can be contacted 
not only on the outer circumference but also on the inner 
circumference, whereby the winding head and thus the overall 
diameter of the machine should be kept as small as possible, a 
contacting method is required that is suitable for the poor 
accessibility on the inner circumference. Due to its non-
contact nature, the laser beam welding process is particularly 
suitable for this contacting task and therefore chosen. 

 Trickling is selected for the impregnation and insulation 
step. In addition to low post-processing, trickling also has high 
automation potential, reasonable cycle times, and costs. The 
discrete application of the resin means that all required areas 
can be reliably impregnated. However, this also represents a 
drawback of the process, as the nozzle position and resin 
dosage must be guided in a very defined manner, which results 
in a loss of process flexibility.  

 As this rather simple example already demonstrates, not 
all technologies are suitable for all topologies and the possible 
manufacturing technologies must be considered separately for 
each topology. 

VI. CONCLUSION AND OUTLOOK 

With this paper, the authors want to examine the 
fundamental differences in the production process chains of 
AFMs and RFMs as well as to outline the influence of 
different motor topologies and architectures on the respective 
characteristics of the used processes and process chains. 
Although the production steps required for manufacturing an 
AFM do not appear to differ drastically from those of an RFM, 
the actual technologies for the production of AFMs are still 
largely uncharted. Due to the many different design options 
and topologies, a more in-depth consideration is required in 
the future.  

The comparative study carried out in this thesis is based 
on a defined AFM topology. Process alternatives for the six 
most important process technologies are presented, discussed, 
and evaluated. Due to the dependency on one AFM topology, 
in some cases, it is not possible to select the best-evaluated 
process alternatives for the final process chain as they are not 
applicable. Since the selected topology is rather simple and 
increasingly complex topologies emerge in the course of AFM 
development (e.g. a combined radial and axial flux [24]), the 
manufacturing technologies used must also be continuously 
further developed, checked for their suitability, and re-
evaluated. The procedure for determining the final process 
chain can and should serve as a methodical example for the 
future selection of AFM manufacturing processes.  

This study aims to identify optimal manufacturing 
strategies that improve the production quality and 
performance of AFM. The knowledge gained from this study 
will be used to improve the development and production 
processes of high-performance AFM technology. 
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Abstract — The production of lithium-ion battery cells is 

highly dependent on the precise mixing of raw material 

components to achieve the desired electrochemical properties of 

the slurry. The need to track production parameters and 

traceability within the mixing process is becoming increasingly 

important for process optimization and battery suitability. 

However, implementing an effective traceability system for the 

continuous slurry mixing process is a major challenge. 

Currently, there is no reliable solution for traceability in the 

continuous mixing process. The proposed solution involves the 

strategic integration of blockchain technology at the process 

level. A morphological box for the development of a blockchain 

as well as a blockchain for the continuous mixing process is 

presented. It is shown how data communication from a 

programmable logic controller (PLC) can be directly taken into 

the blockchain without a centralized intermediary system. This 

system not only fulfills the requirements of the battery passport 

and regulatory compliance, but also promotes a higher level of 

operational transparency throughout the battery cell 

production and especially in the mixing process. 

Keywords — battery cell production, continuous mixing, process 

level, traceability, blockchain, Industry 4.0, data management 

I. MOTIVATION 

 The growing demand for electric vehicles requires 
efficient production of lithium-ion battery cells, which 
requires continuous optimization of production processes. [1, 
2] In addition, the new regulation on battery production in the 
European Union [3] requires manufacturers to document key 
product and process information. It is critical to be able to 
transparently and reliably track how resources and critical 
materials are used. This requires the implementation of a 
process-level traceability system linked to a secure and 
transparent data management system. 

 It is already possible to collect data of the intermediate 
products of battery cell production from the coating process 
step onwards and to assign them to individual cells. [4–8] 
However, the first and one of the most important process 
steps, the continuous mixing process of the slurry, poses a 
particularly significant challenge for traceability. To date, 
there is no way to ensure traceability of slurry in the 
continuous mixing process. [5, 7]  

 To solve this problem, the required traceability concept 
should consist of the traceability solution itself and the 
associated data management. To ensure overall transparency 
and data integrity in the traceability within the continuous 
mixing process, this must be fulfilled by the data storage 
system itself. Research and detailed technology comparison, 
focusing on data storage solution, transparency and data 
integrity, showed that a decentralized data storage system such 
as a blockchain is a promising approach. [9] For this reason, 
only this technology is considered below. The blockchain 
must be connected as closely as possible to the process and 
sensors. It must also be tailored to the continuous mixing 
process and its requirements. 

 The following Chapter explains the fundamentals of the 
continuous mixing process and the blockchain technology. 
Chapter three outlines the state of the art and Chapter four the 
approach of the overall research project, of which the results 
presented here are a part. The requirements are defined in 
Chapter five, and the morphological box of a blockchain 
explained in Chapter six is used in Chapter seven to define our 
own solution. A proof of concept is presented in chapter eight. 
Finally, all results are summarized in Chapter nine. 

II. FUNDAMENTALS 

This chapter provides background information on the 
continuous mixing process and the blockchain technology. 

A. Fundamentals on continuous mixing 

 In general, battery cell production is divided into the three 
main processes of electrode production, cell assembly and cell 
finishing. In electrode production the processes of mixing, 
coating, drying and calendering are distinguished. [2, 10] The 
aim of the mixing process is to homogeneously mix several 
materials, break up existing agglomerates to produce a slurry 
with a defined dynamic viscosity [2, 11]. The intermediate 
product slurry, including its properties, should be tracked and 
traced. It is particularly important for several reasons: Firstly, 
the mixing of the slurry accounts for a high proportion of the 
total manufacturing cost of a battery cell [12]. For example, 
the cost share for the material used is about 70 % of the cost 
of a total cell [2]. Secondly, the mixing process largely and to 



some extent irrevocably determines the electrochemical 
performance of the battery cell, the electrode microstructure 
and the cell properties [13]. In addition, the mixing process 
affects the downstream process steps [14, 15]. This shows the 
importance of minimizing material waste and optimizing the 
process and product quality [16]. 

 Usually, a two-stage batch-based mixing process is used 
for mixing the electrode slurry, which can be divided into dry 
and wet mixing [17]. Planetary mixers are usually used for wet 
mixing [2, 10, 11, 18]. However, a shift from a discrete to a 
continuous mixing process using a twin-screw extruder is 
increasingly emerging as a trend in process and plant 
engineering. The premix is gravimetrically dosed from a 
material hopper and fed into the processing section. Mixing 
and homogenization is performed by two rotating screws. 
These consist of conveying, kneading and shearing elements - 
the exact screw configuration depends on the required slurry 
specifications. Twin screw extruders are particularly suitable 
for the continuous mixing process because they offer a high 
number of advantages over batch-based processes. Studies by 
[19] have shown that a reduction in slurry processing time by 
a factor of six can be achieved. Other advantages include 
optimized shear rate, higher product consistency and higher 
output. Similarly, energy requirements can be reduced by 
60 % compared to planetary mixers. [11] It can therefore be 
assumed that twin-screw extruders will continue to be used in 
the future and represent the state of the art due to their 
numerous advantages. 

B. Fundamentals on blockchain technology 

 Cloud computing, edge computing and blockchain 
technology have gained considerable importance in recent 
years as part of Industry 4.0. It has been shown that blockchain 
offers many advantages, particularly in the context of 
traceability [9].  

 Blockchain is a specific form of distributed ledger 
technology [20–22]. Essentially, a blockchain is a distributed 
database that is resistant to manipulation and is based on a 
distributed peer-to-peer network. The data it contains is stored 
in blocks and linked together using cryptographic hash 
functions to ensure integrity. Reaching an agreement within 
the system is essential and is achieved using a specific 
consensus mechanism. [23, 24] Blockchain technology is 
characterized by several fundamental properties, including the 
absence of a central authority, counterfeit protection, 
transparency, immutability and decentralized storage [23–25]. 
The main characterizing elements of a blockchain are briefly 
explained below: 

Network access:  

 The network access classification of blockchain 
technologies enables a fundamental distinction to be made 
between different implementations. Within this classification, 
there are four main categories: public (e.g. Bitcoin), private 
(e.g. Hyperledger Fabric), consortium (e.g. Corda) and hybrid 
blockchains. Public, non-restricted blockchains allow anyone 
to participate in the network without prior consent. [24] 
Private blockchains are exclusively accessible to closed 
organizations, individuals, companies or associations, with 
the degree of public access varying depending on the 
implementation [23]. The hybrid blockchain connects 
publicly accessible and private networks, thus enabling 
flexible data management and the administration of both 
public and private areas within a blockchain system [26]. A 

consortium blockchain is a shared blockchain used by 
independent organizations or companies. Unlike public 
blockchains, it requires a prior selection of participants who 
can initiate transactions and create blocks. [24, 27] 

Access rights:  

 The second characteristic is the access rights in a 
blockchain. This is an important distinction in terms of the 
authorizations that participants have within the blockchain 
network. Access rights can be divided into three basic 
categories: Write permissions, read permissions and public 
access without specific permissions. Public access rights mean 
that every node has read and write access, whereas with write 
and/or read rights only certain authorized nodes have read or 
write access. [24, 27, 28] 

Hash function:  

 Hash functions are an essential part of the security 
architecture of blockchains, as they ensure the integrity and 
immutability of the data in the blockchain. Various hash 
functions are known, they differed in terms of security, 
complexity and speed. There are a variety of hash functions, 
such as SHA-256, SHA-512, Keccak, Blake, etc. The SHA-
256 hash function is almost "standard" and is used, for 
example, for Bitcoin and Ethereum. [21, 23] 

Consensus mechanism:  

 The mechanism is crucial for establishing agreement and 
trust in decentralized networks [23]. These mechanism act as 
a kind of set of rules with which participants in a decentralized 
network can find a common state without a central authority 
[29]. Consensus mechanism differ in terms of their energy 
consumption, scalability, security and other relevant aspects. 
Literature sources that provide an in-depth examination of 
consensus mechanisms are the works of [30] and [31]. Two 
well-known and often used consensus mechanisms are Proof 
of Work and Proof of Stake. The Proof of Work mechanism 
used by Bitcoin requires network participants, known as 
miners, to solve complex mathematical puzzles in order to add 
new blocks to the blockchain and validate transactions. [32] 

Data storage:  

 In terms of data storage, a blockchain can be divided into 
two differentiated types: off-chain storage and on-chain 
storage. With off-chain storage, data is stored outside the 
blockchain, while with on-chain storage it is stored directly in 
the blockchain. [33, 34] 

Transaction fee:  

 A blockchain can have either no fee, a fixed fee or a 
variable fee as one of three fee models. This can vary 
depending on the specific implementation and rules of each 
blockchain. [35] 

Smart contracts:  

 Smart contracts are self-executing computer programs that 
are stored on a blockchain and are executed automatically 
when predefined conditions are met. They facilitate the 
automatic processing of contracts without the need for an 
intermediary and thus offer efficiency, transparency, and 
trustworthiness in digital transactions. [36] 

 

 



Block size:  

 A blockchain can be divided into three main categories 
according to its block size, namely fixed size, variable size and 
size limit. While the block size is always the same with fixed 
size, these two other characteristics can vary. With size limit, 
the maximum block size is limited in contrast to variable size. 
[37] 

Internal currency:  

 Some blockchains have an internal currency. The internal 
currency of a blockchain is usually used to process 
transactions on the platform, pay fees and incentivize 
participants. [38, 39] 

III. STATE OF THE ART 

 Various blockchain projects and companies have emerged, 
particularly in the field of traceability. In the battery 
traceability sector, several players have entered the market, 
including well-known companies such as Minespider AG 
(Switzerland), Circulor Ltd. (UK) and Circularise B.V. 
(Netherland). These three companies offer a type of product 
passport, but specifically for batteries, based on blockchain 
technology. In this way, it is possible to store and track the 
entire product life cycle of a battery pack after production in 
the blockchain. [40–43] An application or integration of the 
blockchains into process level or for a battery cell is not 
shown. Despite intensive research, the authors are not aware 
of any projects using a blockchain at the process level in 
battery cell production. 

 Outside of battery production, a wide range of applications 
have already been investigated. In [44] the introduction of a 
machine data marketplace is presented. With the help of 
blockchain technology, process data could be securely stored 
and shared or sold across industries. This not only creates new 
business areas for manufacturing companies, but also enables 
innovative collaborations and business opportunities across 
traditional industry boundaries. 

 Huo et al. [45] have compiled an extensive overview of 
existing blockchain networks, their architectures, and fields of 
application. Their review indicated a significant adoption of 
Hyperledger Fabric, utilized in 23.33 % of the cases, and 

Ethereum, employed in 40 % of the cases. Connors and Sarkar 
[46] support these findings, highlighting Ethereum and 
Hyperledger Fabric as the dominant blockchain platforms. 

 Liu et al. [47] introduced "LightChain", a PoW blockchain 
for IIoT that rewards nodes for honest transactions and 
proposes a novel consensus mechanism, resulting in a 42 % 

reduction in computational intensity and a 74 % decrease in 
block creation time. 

 Hasan et al. [48] described an Ethereum-based system for 
tracking and authenticating spare parts with smart contracts, 
suitable for both permissioned and public blockchains, and 
recommended permissioned blockchains like Hyperledger 
Fabric for confidential data transactions. Lu and Xu [49] 
showcased a private, geographically distributed blockchain 
architecture that allows for cost-free data tracking by 
leveraging smart contracts and specific permission 
mechanisms. Eryilmaz et al. [50] implemented a similar 
strategy using Hyperledger Fabric in the aerospace industry, 
improving asset traceability efficiency tenfold.  

 In summary, blockchain technology has so far only been 
used for battery modules and packs along the product 
lifecycle. It has not yet been used at the process level of battery 
cell production. However, other blockchain applications have 
already shown that it is in principle possible to use a 
blockchain at the production process level. 

IV. DEVELOPMENT APPROACH FOR BLOCKCHAIN-BASED 

TRACEABILITY IN THE CONTINUOUS MIXING PROCESS 

 The overriding aim of our research activities is to develop 
a traceability system for the continuous mixing process in the 
battery cell production that allows the finest possible 
granularity of information to be drawn about the slurry 
composition as well as the mixing parameters. It should be 
noted that the granularity - i.e. the unit of slurry that can be 
assumed to be homogeneous and tracked in the downstream 
process - depends on process and system parameters. In 
addition to the finest possible granularity of information, a 
minimum of transparency or data integrity should be lost. This 
requires both a solution for tracking during the continuous 
mixing process and the development and validation of a data 
storage and processing solution that ensures maximum 
transparency and data integrity. 

 A multi-stage approach was chosen to solve the challenge 
described above. After determining the reference process and 
defining the applicable system limits, an extensive research 
and analysis of the literature in the field of continuous mixing 
in electrode manufacturing was carried out. Based on this 
knowledge, the product, system and process parameters as 
well as their interdependencies were identified. This included 
the creation of a DSM to examine parameter influences in the 
continuous process and identify crucial parameters. The 
developed DSM was examined using Pareto analysis and the 
parameters with the greatest influences were identified. It 
turns out that a few parameters have a particularly large 
influence. For example, the solid content, rotational speed of 
agitator and specific energy input have a particularly strong 
influence. Other parameters such as dynamic viscosity, 
sedimentation rate and homogeneity of the slurry are 
influenced by a large number of parameters. Based on this, a 
list of parameters was created that are essential for effective 
traceability in the continuous mixing process. A detailed 
description of the approach to tracking solutions for 
continuous mixing processes and the influences of parameter 
in the continuous mixing process is s in [51]. 

 As mentioned at the beginning, a robust data storage 
system is required in addition to the solution for tracking 
during the continuous mixing process. Therefore, extensive 
research and a comprehensive technology comparison was 
carried out with a focus on the data storage solution, 
transparency and data integrity. This showed that blockchain 
technology ensures excellent transparency and data integrity 
as well as offering advantages in the protection of sensitive 
data. [9] Building on these results, this publication details the 
design and development of a suitable private blockchain in the 
context of traceability in the continuous mixing process and 
battery cell production. 

 For the conception and development of a blockchain for 
the continuous mixing process, the first step is to identify the 
requirements of the process for the blockchain. For this 
purpose, all requirements are collected and classified into the 
three categories "must", "should" and "can". This 
classification also forms the basis for prioritizing the 



requirements and as a specification sheet. In the next step, the 
characteristics of the blockchain technology are examined and 
a morphological box is developed from this. In particular, 
consensus mechanisms and hash methods are analyzed and 
compared. Based on the findings, the variety of potential 
solutions is narrowed down to blockchain characteristics that 
allow it to be used in production in principle. In combination 
with the requirements from the specification sheet, the 
conceptual design of the blockchain solution for use in the 
continuous mixing process in battery cell production can be 
derived on this basis. Finally, a proof of concept is carried out 
and measures for further optimization are derived. 

V. REQUIREMENTS FOR THE BLOCKCHAIN FOR THE 

CONSIDERED APPLICATION IN BATTERY CELL PRODUCTION 

 In an effort to develop a robust data storage system with 
high data integrity and transparency in battery cell production, 
it was imperative to first identify the key features of a suitable 
blockchain. These features are fundamental to the design of a 
suitable blockchain architecture. 

 Because sensitive data from system technology and the 
intermediate product is stored, a high level of data security 
must be guaranteed. In concrete terms, this means that it must 
not be possible for data to be accessed from outside the 
company. Furthermore, appropriate encryption must be 
selected to prevent unintentional and intentional malicious 
data manipulation. 

 The current system specification and installed sensors, e.g. 
temperature sensors, already require a representation in 30 
different records, so a transaction must contain at least 30 
records. Therefore, it is assumed that the transaction capacity 
must be at least ten MB. Since the extruder system will be 
expanded in the future to include a large number of additional 
sensors (e.g., pH value, density, conductivity, particle size 
distribution, flow rate, etc.) to characterize the product slurry, 
a transaction should be able to contain 50 different records in 
the future. 

 As the blockchain is to be connected to an industrial plant 
and control components from Siemens AG (Germany) are 
used, data transfer from the PLC to the blockchain must be 
based on industry-standard protocols. This also ensures that 
the blockchain can be linked to other systems and controllers 
and is not an isolated solution. 

 Several requirements must be considered to ensure data 
integrity. Blockchains can have forks, so that at a certain point 
two data strings exist in parallel. This should be avoided in the 
blockchain to be designed. If this cannot be ruled out with 
absolute certainty using a consensus mechanism, the 
consensus algorithm must be able to manage forks effectively 
and select a fork for further data storage. Furthermore, the 
disruption by a node or even the failure of a node must not 
have any influence on the blockchain functionality or data 
integrity. Therefore, an established consensus mechanism 
must be selected that ensures the flow of data even in the event 
of account failure and in which the known vulnerabilities are 
minimal and non-critical. It must also be ensured that data 
integrity is guaranteed when scaling and expanding the 
blockchain. 

 The requirements just mentioned not only have an 
influence on the consensus mechanism, but also on the 
hardware used. The architecture requires adequate network 
and hardware capacity for efficient operation. Furthermore, a 

total failure of the hardware must be completely avoided. The 
failure of a single node should also be avoided. 

 A further requirement for continuous data storage in 
battery cell production is that there are no transaction costs. 
this is of crucial importance, as frequent transactions could 
otherwise lead to excessive costs. 

 Finally, it should be possible to filter and search for data 
in the blockchain. The goal is to be accurate, easily retrievable 
and verifiable while remaining accessible to both machines 
and humans. 

VI. MORPHOLOGICAL BOX FOR BLOCKCHAIN APPLICATION 

IN PRODUCTION  

 Blockchains come in many different forms, for which no 
standardized overview exists to date. So far, no representation 
is known in which all characteristics of a blockchain are 
shown. In this paper, a morphological box for the creation of 
an individual blockchain is shown for the first time. The 
morphological approach allows the discovery and analysis of 
the structure or morphological links between/among objects, 
phenomena and concepts [52]. Conversely, the morphological 
box, which uses parameters and characteristics to describe a 
system structure, can also be used to develop new structures 
and solutions for a given problem in a creative process. The 
selection of one characteristic excludes the selection of 
another, thus constituting a morphological representation. An 
example of this concept illustrates the point: choosing the 
SHA-256 hash function excludes the adoption of any 
alternative hash function. For this reason, a morphological box 
was developed, which is presented below. The segments 
highlighted in color in the morphological box (Figure 1) 
represent the characteristics of a blockchain that are suitable 
for use in production. 



Figure 1: Extract from the morphological box for a blockchain 
architecture. Options highlighted in blue are suitable for a blockchain in a 

production environment. 

• Network access: 

 A public blockchain is unsuitable for a company because 
anyone inside or outside the company can write data to the 
blockchain. However, because it should also be possible to 
exchange data with selected partners outside the company, e.g. 
to implement pay-per-use models or automated maintenance, 
a hybrid or consortial blockchain should be possible. For a 
manufacturing company that only uses the blockchain for 
internal purposes, a private blockchain is also possible. 

• Access rights: 

 Different restrictions are conceivable for the access rights 
for the nodes that have access to the blockchain in production. 
For example, a "sensor node" must have write access, but not 
necessarily read access. Conversely, read access is essential 
for an "analyze node" in order to be able to process the 
blockchain data. A restriction is therefore only possible here 
on a use case-specific basis. 

• Hash function: 

 Various hash functions are known and are presented in the 
morphological box. The selected hash functions must be 
cryptographically secure, i.e. there are no known collisions 
and the hash functions are not considered to be broken. This 
is particularly the case with the new hash functions such as 
SHA-2, SHA-3/Keccak and Blake. Considering the 
recommendations of the German Federal Office for 
Information Security and experience in the industry, SHA-
256, SHA-384, SHA-251 and Keccak are recommended for 
use in production. 

 

• Consensus mechanisms: 

 As with the hash functions, there is a wide range of 
different mechanisms for consensus mechanisms. In some 
cases, these also represent a combination of two or more 
mechanisms. An overview table that summarizes various 
consensus mechanisms as well as their strengths, weaknesses 
and other characteristics is provided in the appendix of the 
paper (Figure 5). It should be emphasized that not all 
consensus mechanisms are equally suitable for use in 
manufacturing. Some of these mechanisms allow an 
insufficient transaction rate per second due to their limitations, 
while others are considered less suitable due to their energy 
intensity. Proof of Work (PoW) and Proof of Stake (PoS) were 
excluded due to high energy consumption, scalability issues, 
and unnecessary token incentives for miners. Delegated Proof 
of Stake (DPoS) and Proof of Burn (PoB) are disregarded for 
their token models that negatively impact scalability. Proof of 
Authority (PoA), Practical Byzantine Fault Tolerance (PBFT), 
Proof of Elapsed Time (PoET), Federated Byzantine 
Agreement (FBA), and RAFT are identified as relevant due to 
their scalability, low energy consumption, and security 
features. 

 Based on literature research and already implemented 
blockchain projects in the industry, it has been shown that 
PoA, PBFT, PoET, FBA, RAFT and Tendermint appear to be 
suitable for use in manufacturing.  

 

 

 

 



 PoW PoS PBFT PoA PoET FBA RAFT 

TPS 
theoretical 

<10 <1.000 <10.000 <10.000 <1.000 3.400 <10.000 

Latency 
[ms] 

20,5 2,38 2175 0,78 1,73 <100 10 

TPS real 221 ~4.000 1025 ~8.000 ~4.500 3.400 300 

Table 1 Comparison of consensus algorithms in terms of TPS (transactions 

per second) and latency [30, 53–56]  

It was shown by [53] that PoA outperformed PoET and 
PoS, achieving the highest throughput up to 50 nodes, with a 
remarkable 8000 transactions per second at 5 nodes (Table 1 
and Figure 2).  

 

Figure 2 Throughput Comparison [53] 

Moreover, PoET and PBFT are susceptible to Sybil 
attacks, whereas PoA exhibits resilience against denial-of-
service attacks and offers partial protection against 51% 
attacks. The involvement of a third party (SGX) and the use 
of TEE limit the utilization of Proof of Elapsed Time, which 
represents an additional disadvantage of PoET compared to 
Proof of Authority. [30] These security features make PoA the 
preferred choice for our application. 

• Smart contracts: 

 Smart contracts enable the automatic settlement of 
contracts without an intermediary and thus offer efficiency, 
transparency and trustworthiness. Such a use is conceivable in 
the production environment. For example, maintenance could 
be triggered automatically if the system is in the right 
condition. The possibility of integrating smart contracts is 
therefore generally viewed positively and recommended. 

• Data storage: 

 In the context of production, both storage of all data on the 
blockchain and off-chain storage, in which only the hash 
values of the data are stored on the blockchain, are 
conceivable. 

• Transaction fee: 

 For the use of a blockchain in production, it seems sensible 
to dispense with transaction fees because high costs can arise 
across the board. In addition, depending on the application, 
there is no need for transaction costs or they can be replaced 
by other consensus mechanisms without transaction costs. 

• Programming language:  

 With regard to the programming language used, no 
restrictions are sensible in advance because this depends on 

the application, the development team and the connection to 
the blockchain. 

• Block size:  

 A flexible block size makes it possible to adjust the 
blockchain to changing data and transaction volumes. 
However, a block that is too large can lead to a loss of 
performance, which is why a limited block size should be 
selected when using blockchain in production. 

• Internal currency:  

 An internal currency, such as Bitcoin or Ether, is not 
absolutely necessary for a production context. In order to keep 
the complexity of the blockchain low and at the same time 
achieve high performance of the blockchain, it is 
recommended not to use an internal currency. 

VII. DEFINITION OF BLOCKCHAIN FEATURES FOR 

APPLICATION IN THE CONTINUOUS MIXING PROCESS 

 Creating a blockchain from scratch in Python was 
dismissed due to time, security needs, and potential future 
development challenges without proper documentation or 
original developers. Therefore, a solution was chosen that 
builds on existing blockchain structures and can be 
customized accordingly. 

 The Ethereum platform was ruled out due to concerns 
related to data privacy, transaction costs, and transparency. 
The platform Hyperledger Sawtooth was also considered but 
was not chosen because of its specific hardware requirements 
for consensus mechanisms, comparatively lower reliability, 
and the smaller number of projects currently utilizing this 
platform.  

 Hyperledger Fabric blockchain platform focuses on 
enterprise applications. A considerable number of renowned 
companies have close collaborations with Hyperledger, 
including prominent players such as American Express, 
Accenture and Bosch, to name only a few [57]. Therefore, 
based on its alignment with the project's requirements, its 
extensive industrial adoption, and the range of features it 
offers for the specified application, Hyperledger Fabric was 
selected as the foundational platform for the blockchain 
system designed for the continuous mixing process in battery 
cell production. In Figure 3, the features for a blockchain in 
the production environment are marked in blue and the 
features of a blockchain for the continuous mixing process in 
battery cell production are marked in orange: 



Figure 3: Morphological box of selected properties for the blockchain 

application in battery cell production 

The individual features based on the Hyperledger platform 
are presented below: 
 

• Network access: 

 According to the requirements, a high level of data 
security is required and access to the blockchain from outside 
the company is not permitted. This excludes the use of a 
hybrid or consortial blockchain. Therefore, a private 
blockchain was selected.  

• Access rights: 

 Special encryption must also be used for access rights and 
manipulation must be prevented. This is achieved in particular 
through asymmetric encryption methods. Employing 
asymmetric encryption with private and public keys, coupled 
with a secure, field-tested hashing algorithm, reinforces the 
protection against data tampering. This also enables public 
access for all authorized nodes in the private network. 

• Hash function: 

 When selecting an appropriate hash function, the 
following were considered as they were unbroken and 
recommended by [21]: 

• SHA-256: A widely used cryptographic hash 
algorithm, known for its security. 

• SHA-3 (KECCAK): Offers enhanced security 
features but is computationally more intensive and 
provides a variable hash value. It’s also a 
recommended hash function by the BSI. 

 

 It is important for the hash function to be reliable and 
proven by real world applications to guarantee a secure and 
resilient data storage. The selection narrowed down to SHA-
256 and SHA-3, which are part of the largest blockchain 
projects and are considered industry standards. SHA-256 was 
chosen as the hash function because it has been proven to be 
secure in many existing blockchains, including Bitcoin, 
confirming its reliability and status as an industry standard.  

• Consensus mechanisms: 

 The pre-selection of consensus mechanisms has shown 
that PoA, PBFT, PoET, FBA, RAFT and Tendermint are 
suitable for use in a production environment. The minimum 
number of nodes for a blockchain network with those 
consensus mechanisms is determined by their respective fault 
tolerance. For the network to function, at least “N” nodes need 
to function properly if there are “f” faulty nodes in the 
network: 

• N=2f+1: PoA, RAFT 

• N=3f+1: PBFT, PoET, FBA 
Taking this aspect into account, the consensus mechanisms 
available at Hyperledger (PoA, RAFT, and BFT) and the 
requirements with regard to fork, the PoA mechanism was 
selected as a suitable one. 

• Smart contracts: 

 The use of smart contracts should be possible in principle, 
as this enables the expansion of automated actions based on 
the data. 

 



• Data storage: 

 A wide range of requirements are placed on data storage. 
In particular, data integrity must be maintained with the 
greatest possible transparency. For this reason, all data 
processing steps that are not absolutely necessary or add value 
are avoided and data storage on the blockchain is chosen. 
Employing asymmetric encryption with private and public 
keys, coupled with a secure, field-tested hashing algorithm, 
reinforces the protection against data tampering. 

• Transaction fee: 

 For the analyzed use case, both high transaction costs 
above 0.01$ as well as microtransaction costs <0.01$ are 
excluded due to requirements and the nature of the private 
blockchain system. Unnecessary costs for maintaining an 
additional security layer should therefore be avoided.  

• Programming language:  

 The choice of a suitable programming language is critical 
for future blockchain development: Hyperledger natively 
supports multiple programming languages, including Java, 
JavaScript, and Golang. In our project, we selected JavaScript 
for blockchain interactions due to its widespread adoption 
among developers globally, alongside its extensive library 
ecosystem and robust support for error handling. 

• Block size:  

 As the amount of data is expected to change due to the 
integration of additional sensors, a fixed data block size seems 
unsuitable. However, it is also important to avoid creating 
very large blocks and thereby reducing the performance of the 
blockchain. For this reason, a limited block size is defined. 

• Internal currency:  

 Because transaction costs are avoided, an internal currency 
can be dispensed with. 

• Transaction type: 

 Since there are no internal currency or transaction costs 
and the blockchain is used in the context of production, money 
transfer is excluded. The other two options should be possible 
in principle. 

• Hardware: 

 The specified requirements impact both the consensus 
mechanism and the utilized hardware. A configuration with 5 
nodes is considered, because this ensures a consensus when 
using PoA despite two faulty nodes and thus the robustness of 
the blockchain is higher. In order to prevent a total failure of 
the blockchain, hardware with different specifications is also 
being considered. Both Linux and Windows are used as 
operating systems for the nodes. 

• Blockchain connectivity: 

 The blockchain will be connected to a Siemens PLC in an 
industrial plant. Therefore, the industry standard protocol 
MQTT is employed. 

VIII. PROOF OF CONCEPT 

 The goal is to achieve an automated data flow from a 
sensor integrated in the twin-screw extruder to the PLC and to 
the blockchain. Every second, a transaction containing 
numerous data from different sensors (e.g. temperature sensor, 

density sensor, weight sensor, etc.) of the ZSK-18 twin screw 
extruder (Coperion GmbH, Germany) should be read, 
automatically formatted and subsequently enter the 
Hyperledger Fabric blockchain to ensure data integrity. Once 
the blockchain properties had been defined, the next step was 
to develop a set up for proof the concept and to test, if the goal 
can be achieved. Therefore, the proof of concept requires data 
flow from the PLC to the blockchain. Data must be transferred 
via a suitable protocol and be formatted for the integration into 
the Hyperledger Fabric blockchain network.  

 The entire process flow is schematically represented in 
Figure 4, with a green dashed line delineating the PLC 
ecosystem from the Linux ecosystem, indicated by a blue 
dashed line. The backup storage, marked by a red dashed area, 
is an optional component that can be configured on any 
system. 

 

 
Figure 4: Set up for proof of concept  

 First, an appropriate messaging protocol was identified. 
The most used IIOT protocols by the largest cloud storage 
hosts Amazon Webservices and Microsoft Azure were 
compared. MQTT as well as HTTP are used the most frequent. 
Upon comparing the MQTT protocol with HTTP, MQTT 
demonstrates distinct advantages: it not only provides reduced 
latency and lower bandwidth consumption but also offers 
increased throughput. This ensures that adequate capacity is 
available for higher data transmission rates when needed. For 
these reasons, the MQTT protocol was selected for the 
transmission of sensor data. MQTT uses a broker-subscriber-
publisher system. Any client can subscribe from or publish 
messages to the broker. 

 To implement MQTT in our system, the LMQTT library 
from Siemens was integrated into the TIA-Portal V17 
software. After successful testing, the code was implemented 
on a PLC (Siemens Industrial PC SIMATIC IPC627E). A 
mosquito MQTT broker was installed on the PLC too. A 
MQTT bridge from the PLC to a Linux machine based on 
Ubuntu 20.04 was established. This machine hosted the 
Hyperledger test network. To facilitate the demonstration of 
data communication from the PLC to the blockchain, we 
utilized the Hyperledger test network for its simplicity and 
effectiveness in proving the concept. A Python-based MQTT-
broker was created using the Paho library, designed to receive 
MQTT data and convert it accordingly. The following settings 
were established in the code: 

• Broker Configuration on PLC: The connection to 
the broker should be manually adjustable. 
Additionally, the topic for subscription and the IPv4 
address for broker access should be configurable. 



• Data Separation: Received data should be read and 
automatically formatted into JSON objects. This 
format facilitates the efficient transfer of individual 
data points to the smart contract. 

• Storage as JSON: The dataset should be 
automatically saved as a JSON file in a directory of 
choice. 
 

 A JavaScript application was developed to read the JSON 
files sent by the Python MQTT broker and invoke a smart 
contract in the Hyperledger Fabric network, which integrated 
the data into the blockchain. 

 The Hyperledger test network offers sample code to 
facilitate the invocation of smart contract and the 
establishment of a connection to the Hyperledger Gateway on 
peer nodes. This utilizes a simplified interface for executing 
transactions in the Fabric network. Drawing from this sample 
code, an application was developed that fulfils the following 
criteria to pass JSON files to the blockchain: 

• Monitor a specified directory where new data 
records are saved. 

• Read, analyze, and parse the underlying datasets. 

• Invoke the smart contract to initiate a transaction on 
the blockchain. 

• Be adaptable to new data inputs. 
 

 The validation experiments successfully demonstrated 
that it is possible to store the data extracted from the 
SIMATIC S7-1500 PLC to the blockchain at process level. 
An automated data flow from the PLC to the blockchain was 
achieved using the MQTT protocol and a developed 
JavaScript and Python applications. According to the data 
input requirement, the data records of 30 different data points, 
e.g. temperature sensors, twin screw speed, were read out and 
transferred via the MQTT protocol for each transaction. The 
Python MQTT broker processed, formatted, and seamlessly 
integrated the data into the Hyperledger Fabric test network. 
The data could then be accessed using the web-based Fauxton 
tool for CouchDB. It was also investigated whether the system 
could be extended. This was done by integrating a 
conductivity sensor into the extruder system and then adding 
the sensor's data sets to the existing data set inputs. No latency 
delay or performance loss was observed. The required latency 
of <1s was achieved. It was also required that at least ten 
transactions per second had to be processed. The tests showed 
that at least 30 transactions per second were performed. It was 
required that a transaction up to ten MB in size could be 
processed. The tests showed that the maximum size of the 
JSON file to be processed was two kB. Therefore, a block size 
of 512 kB seems to be a sufficient size. SHA-256 was used as 
the hash function to ensure data integrity. 

 In summary, all mandatory requirements were met and, in 
some cases, significantly exceeded during the proof of concept 
tests. This shows that a direct connection of the blockchain to 
a process control system is possible using the test architecture. 
For these reasons, the defined blockchain architecture will 
now be fully developed and tested. This will enable more 
detailed statements to be made regarding the suitability of a 
blockchain for use at process level. 

IX. SUMMARY AND OUTLOOK 

 In this paper, a solution for transparent data storage in the 
context of a traceability system in the continuous mixing 
process based on blockchain technology was proposed. First, 
a morphological box for a blockchain was developed and then 
a blockchain was defined considering the process-specific 
requirements. As part of a proof of concept, it was 
demonstrated that data communication from the PLC directly 
to the blockchain is possible and meets all requirements. This 
demonstrated that blockchain communication is possible at 
the process level in battery cell production. It was also shown 
that transparency and security are maintained during data 
transfer from the PLC to a blockchain. 

 In further steps, the specified blockchain can be fully set 
up according to the definition and tested with various 
performance tests. It is also possible to link it to the developed 
traceability solution, and it should be investigated how the 
blockchain can be rolled out at process level through all 
process steps of battery cell production. 
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Abstract— The transmission of high electrical power via 

separable contact connections is a key challenge in the context 

of the energy transition. A well-known example is the charging 

interface of electric vehicles. To counteract the presently long 

charging time of battery systems, an innovative fast charging 

system using a face contact instead of classic plug-in contacts is 

being developed. To enable charging power in the megawatt 

range, an electrical contact surface is functionalized in such a 

way that, on the one hand, the contact resistance is reduced and, 

on the other hand, the thermal as well as the mechanical 

properties are improved. In addition to the simulation-based 

design of the contact surfaces and the development of 

manufacturing technologies, the required measurement and 

testing technology is a fundamental challenge. In this article the 

experimental setup for the long-term test of the electrical face 

contacts is being introduced. Using the test bench, electrical 

contacts can be automatically evaluated with regard to their 

temperature development and contact resistance at normal 

forces of up to 500 N with a current load of up to 600 A DC 

under constant or cyclic conditions. In this context the test 

procedure as well as first results of the thermo-mechanical 

properties of a face contact setup are being discussed. 

Keywords— high-current charging system, electric vehicle, 

constriction resistance, contact resistance, minimal heat 

dissipation, Megawatt Charging System, MCS 

I. INTRODUCTION 

The transmission of high electrical power using separable 
connections requires customized concepts to ensure efficient 
power transmission. A currently popular area of application is 
charging technology for electric vehicles in the megawatt 
range. In addition to the classic plug-in contact system like 
Megawatt Charging System (MCS), there is a highly 
interesting approach using face contacts [1, 2]. The face 
contact charging interface enables the use of significantly 
increased contact or normal forces. The benefit of a higher 
normal force is the possibility of reducing the contact 
resistance, resulting in a lower thermal load of the charging 
interface. This offers two key advantages: Firstly, the 
ampacity of the interface can be increased and secondly, the 
required power of external cooling units can be reduced. The 
reduction of the contact resistance Rc according to Holm [3], 
is achieved in two ways: 

�� �  �� �  �� (1) 

Firstly, by increasing the normal force acting on both the 
contact surfaces, a higher contact area and therefore a lower 
constriction resistance Rs can be reached [4, 5]. Secondly, the 
high mechanical stress can favour the break-up of poorly 

conducting films like oxide layers, resulting in an also 
decreasing film resistance Rf [5, 6]. 

To comprehensively characterise newly developed face 
contacts, a test bench has been designed which enables an 
automatically long-term testing under both mechanical and 
electrical cyclic load. The article will introduce the test bench 
and the testing procedures following a series of experiments 
to validate the reproducibility of the new characterization 
method. 

II. EXPERIMENTAL SETUP 

The experimental setup consisting of the test bench, the 
testing procedure and the face contact setup is presented. 

A. Test Bench 

The test bench enables the use of an upper and lower face 
contact, shown in Fig. 1. The test bench consists of a testing 
machine which is capable of applying a normal force of up to 
500 N. To detect resistances down to the micro-ohm range, a 
resistance measuring device based on the 4-way-measurement 
(Kelvin-method) is used to determine the potential drop of the 
face contacts and therefore the contact resistance as close as 
possible to the contact area. The remaining resistance of the 
intermediate material was evaluated by the measurement of a 
monolithic specimen and is consequently subtracted at all of 
the experiments.  

 

Fig. 1. Test bench with a spherical upper face contact and a flat lower face 
contact. 



The maximum measurement current is 600 A DC. A data 
logger is used to capture the temperature of both the upper and 
lower face contact by type K thermocouples. The aim is to 
determine the temperature of the face contacts in relation to 
subsequent surrounding components. However, the highest 
temperature will occur according to [7] in the centre of the 
contact area of the upper and lower face contact. 

B. Testing Procedure 

By using the test bench in various testing procedures, the 
characterization of the thermo-electrical properties of a face 
contact pairing with regards to the contact resistance and the 
temperature development in new condition as well as after use 
will be enabled. The three basic testing procedures are 
described in TABLE I. 

TABLE I. BASIC TESTING PROCEDURES AT THE TEST BENCH 

The combination of these three basic testing procedures 
with a specific adjustment of their parameters allows the 
definition of a test plan, which is shown in TABLE II.  

TABLE II. TEST PLAN FOR CHARACTERIZATION OF FACE CONTACTS 

step Procedure Normal force 
Measurement 

current 

1 
Normal-force 

contact resistance 
curve 

10 N to 100 N 300 A for 3s 

2 
Ampacity test with 

new specimen 
100 N 300 A for 30 min 

3 
Cyclic load with 

100 cycles 
100 N 300 A for 3s 

4 
Ampacity test after 

100 load cycles 
100 N 300 A for 30 min 

5 
Cyclic load with 
500 load cycles 

100 N 300 A for 3s 

6 
Ampacity test after 

600 load cycles 
100 N 300 A for 30 min 

(7) 
Metrological 
evaluation 

- - 

Beginning with the measurement of the normal force-
contact resistance-curve (step 1), an ampacity test (step 2) 
followed to determine the resulting temperature of the upper 
and lower face contact when performing a simulated charging 
process with a duration of maximum 30 minutes by a current 
of 300 A DC. This corresponds to the constant current (CC) 
charging strategy [8, 9]. During the amplification test the 
normal force is kept at a constant value of 100 N by the testing 
machine. Based on the measured values of the resistance over 
time and the electrical current, the quantity of heat during the 
test scenario was calculated according to Jules first law: 
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To evaluate the influence of a repeated mechanical and 
electrical load, a first cyclic load test with 100 cycles (step 3) 
was carried out, also following an ampacity test (step 4) 
afterwards to observe the change in resistance and therefore 
the temperature of the upper and lower face contact. This 
procedure was repeated with 500 more cyclic loads (step 5) 
and a third ampacity test (step 6) afterwards. It is important 
to note, that between every step, a cool-down of the face 
contacts was guaranteed and that there was no external 
cooling to the face contacts during the experiments. At the 
end, the surfaces of the face contacts were metrologically 
evaluated (step 7) to gain further insights into their change 
during the testing procedure.  

C. Face Contact Setup 

The face contact setup for the experiments presented in 
this article is shown in TABLE III. 

TABLE III. EXPERIMENTAL MATRIX OF THE FACE CONTACTS 

Upper Face Contact Lower Face Contact 

Material Geometry Material Geometry 

Cu-ETP 
EN CW004A 

Spherical 
radius 4mm 

Cu-ETP 
EN CW004A 

flat 

The specimens of the face contact parings were made of 
Cu-ETP (EN CW004A) and were used in this present 
evaluation without a coating. The macro geometry with 
regards to the contact radius and the flat surface was 
machined by electrical discharge machining (EDM) to avoid 
any slugs in the center of the contact like they would occur 
by turning. Finally, the surfaces have been finished by a hand-
grinding-process to achieve an arithmetic surface roughness 
Ra of about 0.2 µm. To evaluate the reproducibility of the 
thermo-electrical characterization of a face contact pairing at 
the test bench, the test plan is repeated 3 times with new 
specimens each time. 

III. RESULTS AND DISCUSSION 

A. Results of the testing procedures (step 1 to step 6) 

First, the results of the normal force-contact resistance-
curve (step 1), shown in Fig. 2 are discussed. The measured 
contact resistances were generally decreasing with increasing 
normal force. At the lowest normal force of 10 N a contact 
resistance in the range of 370 µΩ up to 379 µΩ was 
measured.  

Fig. 2 Contact resistance depending on the normal force (step 1) for three 
face contact pairings according to TABLE III in new condition. 

Procedure Description Parameters 

Normal force – 
resistance 

Single measurements of 
the contact resistance at 
increasing values of the 

normal force 

- Duration and value 
of the measurement 

current 
- Value of the normal 

force 

Ampacity 

Continuous measurement 
of contact resistance with 

constant measurement 
current and constant 

normal force 

- Duration and value 
of the measurement 

current 
- Value of the normal 

force 

Cyclic load 

Cyclical repetition of 
individual contact 

resistance measurements 
with separation of the face 

contacts between each 
cycle 

- Duration and value 
of the measurement 

current 
- Value of the normal 

force 
- Number of contact 

cycles 



With increasing normal force pairing 1 showed the lowest 
contact resistance ending up at 237 µΩ while paring 2 and 3 
have shown slightly higher values of 294 µΩ and 280 µΩ. An 
explanation for the lower contact resistance of pairing 1 could 
not be found yet, since all of the specimens have shown 
comparable geometric properties during the pre-experimental 
metrological evaluation.  

After the cool-down of the specimens, which is also taking 
place between each following step, the first ampacity test 
(step 2) was carried out. The results are shown in Fig. 3. The 
contact resistance in general was decreasing over time. This 
means, the increasing contact area as a result of the softening 
of the copper with increasing temperature as well as the break-
up of oxide layers by the mechanical and electrical stress had 
a larger influence than the increasing specific resistance of the 
copper with increasing temperature. Paring 3 is reaching the 
lowest contact resistance of 116 µΩ and has also the lowest 
quantity of heat with 28.719 kJ, whilst pairing 1 and 2 show  

Fig. 3. Contact resistance and temperature of the upper and lower face 
contact over time as a result of the first ampacity test (step 2). 

slightly higher values with 142 µΩ and 123 µΩ. In case of all 
three pairings at the end of the testing procedure after 30 
minutes the upper face contact has a significant higher 
temperature than the lower one. This can be explained by the 
heated air around the lower specimen rising to the upper 
specimen and additionally heating it up, since no external 
ventilation is used. Pairing 2 is ending up with the highest 
temperature of 124 °C while pairing 1 and 3 have a slightly 
lower temperature of 121 °C and 122 °C. However, the 
characterization of the three face contact pairings within the 
first ampacity test is showing a great reproducibility.  

Afterwards, the first 100 times repeated cyclic load of the 
face contacts (step 3) has taken place. The results are shown 
in Fig. 4. During the cyclic load all three face contact pairings 
have shown an increasing contact resistance. Starting in a 
range from 312 µΩ (pairing 3) to 341 µΩ (pairing 1), the 
contact resistance rises in case of pairing 2 and 3 to 382 µΩ. 
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 Fig. 4. Contact resistance and temperature of the upper and lower face 
contact over the cycle number and time as a result of the cyclic load with 100 
load cycles (step 3). 
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Q = 29.437 kJ 

Q = 31.131 kJ 

Q = 28.719 kJ 



Pairing 1 is reaching a slightly higher value of contact 
resistance of 433 µΩ. Caused by the duration of the single 
measurement of only three seconds, the temperature in 
general is showing a significant lower value than during the 
amplification test with a maximum of only 65 °C in case of 
the upper face contact of pairing 1. This is also the reason 
why the face contact pairings start with higher resistances at 
the beginning of the cyclic load than they reached the end of 
the amplification test. In addition, the cyclical electrical load 
can be recognized as well in the cyclical course of the 
temperature curve, which indicates a short response time of 
the temperature measurement.  

After these 100 load cycles the second amplification test 
(step 4) was carried out to observe the change in contact 
resistance and temperature of the three face contact pairings. 
The results are shown in Fig. 5. During the amplification test 
after 100 load cycles again all three face contact pairings have 
shown similar temperatures of the upper specimen, reaching  
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Fig. 5. Contact resistance and temperature of the upper and lower face 
contact over time as a result of the ampacity after 100 load cycles (step 4). 

from 136 °C (pairing 2) up to 138 °C (pairing 1). There was 
an average increase in temperature of 15 °C or 12 % in 
comparison to the first amplification test (step 2). This can be 
explained by the rise in contact resistance, which lead to an 
average increase in heat quantity of 11.312 kJ or 38 %. 
Summarising even after the 100 load cycles a high 
reproducibility of the results of the amplification test was 
reached.  

Following, the cyclic load with 500 cycles (step 5) was 
carried out. The results are shown in Fig. 6. Whilst pairing 2 
and 3 showed a similar trend regarding the increase of the 
contact resistance over the number of cycles, ending up at 387 
µΩ and 413 µΩ, which is nearly the same like in the cyclic 
test before (step 3), pairing 1 starts with a contact resistance 
of 452 µΩ. Afterwards the contact resistance is decreasing, 
finally ending up at 409 µΩ.  
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Fig. 6. Contact resistance and temperature of the upper and lower face 
contact over the cycle number and time as a result of the cyclic load with 500 
loading cycles (step 5), pairing 3 with break-up after 471 cycles due to 
software error.  

Q = 43.823 kJ 

Q = 38.552 kJ 

Q = 39.849 kJ 



The cause of this initial high contact resistance could not be 
found yet. It is important to note that the cool-down time 
between the previous amplification (step 4) and the 500 load 
cycles (step 5) was the same like for face contact pairing 2 
and 3, when considering the formation of oxide layers.  

Finally, the last amplification test (step 6) was carried out, 
with the results shown in Fig. 7. In case of face contact 
pairing 1 the shutdown temperature of 150 °C was reached 
after around 24 minutes, which lead to a break-up of the 
testing procedure. At this moment the contact resistance was 
at 273 µΩ. This indicates that even though the contact 
resistance decreased during the 500 load cycles (step 5), the 
face contact pairing was obviously already damaged. 
However, the other two face contact pairings 2 and 3 went 
through the amplification test, ending up at a temperature of 
the upper specimen of 143 °C and 147 °C, which is in average 
8 °C or 6 % more than in the previous amplification test. 
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Fig. 7. Contact resistance and temperature of the upper and lower face 
contact over time as a result of the ampacity test after 600 cyclic loads 
(step 6). 

The resistance and therefore also the quantity of heat showed 
an average increase of 4.202 kJ or 10 %.  

The measured values provide a reference for comparison 
with future iteration stages of newly developed face contacts, 
which aim for a reduction of the contact resistance and the 
resulting temperature during electrical power transmission. It 
could be demonstrated that the initial face contact pairing is 
in general capable of transferring an electrical current of 
300 A DC. During the cyclic use of the face contact pairings 
a rising contact resistance was observed, causing an also 
increasing heat development during the consecutive 
amplification tests.   

B. Metrological Evaluation of the Face Contacts (step 7) 

After their use in the testing procedure, the surfaces of the 
face contact parings have been metrologically evaluated. All 
three contact pairings have shown similar results. Fig. 8 is 
showing as an example a color image of both the upper and 
lower face contact of pairing 2. The contact surface between 
the two face contacts can be recognized by its metallic sheen. 
It has a diameter of 546 µm, which corresponds to an area of 
0.234 mm2. The formation of an oxide layer around the 
contact surfaces is also clearly recognizable, which was to be 
expected due to the lack of coating. 

In addition, the deformation of the surfaces of the face 
contacts was analysed. Fig. 9 is showing the 3-D plots of the 
surface topography of face contact pairing 2.  

Upper face contact, r = 4 mm 

 
Lower face contact, flat 

 

Fig. 8. Color image of the surface of the face contacts of pairing 2. 

 
 

Q = 44.900 kJ 

Q = 43.159 kJ 

Q = 46.728 kJ 



Upper face contact, r = 4 mm 

 
Lower face contact, flat 

 

Fig. 9. 3-D surface topography of the contact zone of the upper and lower 
face contact of pairing 2. 

Both the upper and lower face contacts showed plastic 
deformation as a result of the multiple loading with 100 N of 
normal force. It must be critically noted that the cyclical 
contacting always took place at the same position. In future, 
a positioning unit will be integrated into the test bench to 
simulate realistic random contact situations between the face 
contacts. This will not only affect the contact area, e. g. in 
case of overlapping contact zones. In addition, the film 
resistance will take on a new significance, as the area around 
the contact zone has shown a considerable oxide layer 
formation, as seen in Fig. 8. The deformation depth of the 
lower face contact was about 3.989 µm, while the centre of 
the upper face contact was flattened by 5.908 µm. The future 
use of base materials with higher mechanical strengths will 
reduce the deformation of the contacts. As the materials in 
question have a higher specific resistance than the presently 
used Cu-ETP, the resulting temperature development of the 
face contacts must be re-evaluated experimentally. In this 
context the surface roughness of the face contacts must be 
considered. Even in case of the Cu-ETP the roughness 
structure of both face contacts was not completely leveled. 
Consequently, the already mentioned future coating of the 
face contacts will include a soft top layer, to further maximize 
the contact area.  

IV. SUMMARY AND OUTLOOK 

In this article a test bench and a testing procedure for the 
characterization of face contacts were presented and a first 
series of experiments was successfully conducted. In this 
context, the ability of a single face contact to transmit an 
electrical current of 300 A DC over a period of 30 minutes 
without any external cooling was demonstrated. The test plan 
developed is considered suitable for characterising newly 

developed electrical face contacts or other contact systems. 
Further adaptation of the test parameters, such as the 
implementation of longer cyclic loads or the use of other 
normal forces and test currents, can be realized with little 
effort. To enable a more realistic mechanical loading between 
the upper and lower face contact in different locations, a 
positioning unit will be integrated shortly. 

Future work will focus on the improvement of the face 
contacts regarding the reduction of their constriction 
resistance and the improvement of their long-term stability. 
This will be achieved by a specifically adapted topography 
and coating of the contact surfaces. In this context, a 
simulation-based approach for the thermo-mechanical design 
of the face contacts will be presented soon in [10]. 
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Abstract—Modern stators for electric traction drives rely on 

a technique known as hairpin winding, which necessitates laser 

beam welding to join rectangular copper conductors. As stators 

contain a vast number of hairpins, it is vital to ensure that pin 

joints meet both electrical and mechanical requirements to 

optimize stator performance. As defects from downstream 

processes culminate here, the laser beam welding process 

significantly contributes to the overall connection quality. 

Recently, this proliferated the adoption of Optical Coherence 

Tomography (OCT) for quality monitoring in laser beam 

welding of hairpins. Furthermore, the application of machine 

learning techniques in this context indicates the feasibility of 

automated quality monitoring. Thus, in this work, we present a 

machine learning-based method to monitor defects in hairpin 

welds. We utilize OCT-based multivariate time series data to 

train a classifier to assess the quality of the joints following the 

welding step. Our evaluation encompasses both classical 

machine learning as well as current deep learning 

methodologies to compare their effectiveness in distinguishing 

between high and low-quality welding.  

Keywords—Hairpin, Laser Welding, Deep Learning, Machine 

Learning OCT, Automated Quality Monitoring, 

I. INTRODUCTION 

In recent years, the automotive industry has witnessed a 
remarkable surge in the demand for electric vehicles (EVs) 
[1]. This is motivated by a fundamental transition toward 
sustainable transportation solutions. At the heart of this shift 
in the automotive industry is the critical need for electric 
motors that are efficient, performant, and economically viable 
[2]. With consumers increasingly seeking electric vehicles 
that offer better range and overall improved performance [3], 
there is a growing urgency for volume electric motors that can 
deliver on these expectations. Traditional manufacturing 
methods, particularly the winding of copper wire in stator 
slots, are being reassessed. Conventional pull-in winding 
methods are replaced by the so-called hairpin technology. [4]  

Hairpin utilizes rectangular cross-sectional wires instead 
of round wires to improve upon the slot fill factor. This 

enables compact stator design and more importantly 
positively impacts achieved power density [5]. A key 
advantage of hairpin technology lies in its fully automated 
manufacturing process, thus allowing large-scale efficient 
production at lower costs. The process undergoes four main 
steps. It begins with straightening and bending the conductors 
into a three-dimensional U-shape. Following that, hairpins are 
inserted into their designated stator slots where they are 
twisted from the ends to prepare them for the contact process 
[4].  

Due to its feasibility and productivity, laser welding is 
commonly used for connecting hairpin pairs [6]. Welding 
should yield high-quality outcomes characterized by a smooth 
and uniform cross-section [7]. Moreover, it is essential to 
eliminate the presence of pores and spatters, ensuring that 
welded joints maintain optimal strength and facilitate efficient 
electrical conductivity [8]. Each stator contains a considerable 
number – up to 120 – of contact points [9]. A single flawed 
weld can render the entire stator ineffective or reduce its 
performance capabilities. Therefore, meticulous attention to 
quality control measures is essential to mitigate such risks, 
which can lead to increased scrap costs [7]. Recently, the 
increasing body of research into the application of Optical 
Coherence Tomography for quality monitoring of the laser 
welding process for hairpins further highlights the importance 
of quality monitoring in this field. [7] 

Given these reasons and building upon the 
recommendations outlined in [7] for immediate detection and 
continuous monitoring of hairpin production, we leverage 
machine learning (ML) and deep learning (DL) [10] methods 
to identify defects in recorded OCT-based signals of contact 
points following the welding process. Additionally, this study 
conducts a comprehensive evaluation of these methods, 
comparing their efficacy in defect detection, aiming to 
highlight the optimal method.  

Accordingly, this paper is structured as follows: Section II 
provides fundamentals in OCT, and ML, as well as supervised 
time series classification. In Section III we provide an 
overview of the state of the art by discussing research on 
applied ML in the field of laser welding of hairpins. 
Subsequently, Section IV discusses the utilized dataset, the 
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data preprocessing as well as the conducted experiments. The 
paper concludes with a discussion of the obtained results in 
Section V and a conclusion and outlook in Section VI. 

II. FUNDAMENTALS 

A. Optical Coherence Tomography 

OCT [12] is an imaging modality that uses light to provide 
depth-resolved measurements of the target surface profile. 
The working principle of OCT is basically similar to a 
Michelson interferometer, with the difference that low-
coherence light is used instead of coherent light. The light 
source's beam is split into two separate light beams at a beam 
splitter and emitted onto a reference mirror as well as the 
surface to be examined. The reflected beams are interfered and 
directed onto a photodetector.  The phase shift between the 
two reflected lights due to travel distance enables the 
measurement of surface depth (see Fig. 1).  

Initially, OCT was primarily used for medical diagnostics 
[13], especially in ophthalmology, to inspect the retina’s 
layers. The fast signal acquisition rate of OCT has encouraged 
its adoption in other industrial domains, such as laser welding, 
where it is increasingly utilized [14]. In [7], Baader et al. 
explored the utility of OCT in pre-, in-, and post-process scans 
of hairpin contacting, showcasing its potential for defect 
detection. In pre-process approaches the OCT scans resolve 
the shape and positioning of potential joining pairs, allowing 
for adjustments to laser parameters before welding. In post-
process scans, OCT approximates the weld bead shape to 
identify defects, while in-process scans measure keyhole 
depth. 

B. Machine Learning and Deep Learning 

In conventional machine learning approaches, the process 
typically involves manual feature selection from raw input 
data, requiring domain expertise as well as substantial time 
and effort. Given a chosen set of features, a statistical model 
is trained on the input data. Subsequently, this trained model 
is utilized to predict outcomes on new, unseen data. The 
quality of the selected features and the chosen statistical model 
significantly influence the model’s performance. The 
selection of the model in machine learning is often based on 
the nature of the data and the specific problem being 
addressed. Commonly used models include linear regression, 
Logistic Regression, Decision Trees, Random Forests, and 
Support Vector Machines (SVM). [15] 

In contrast, Deep Learning methods require minimal 
manual engineering of the data as they function as 
representation learning engines. These methods automatically 
identify the representations necessary for accurate predictions. 
The raw input undergoes a sequence of transformations, with 
each layer utilizing simple, non-linear modules to alter the 
representation from the preceding layer, ultimately generating 
increasingly abstract representations. The higher layers 
capture the essential aspects of the input required for the task 
at hand while diminishing the influence of irrelevant 
variations. [10] 

To train deep learning models, gradient-based algorithms 
are employed to minimize a predefined objective or loss 
function that guides the overall training process. A subset of 
the data is utilized to compute the outputs and errors, 
following which the weights are adjusted using the average 
gradient of these examples. This iterative process continues 
until the loss ceases to change significantly or a predetermined 
number of iterations is reached. [10, 16] 

C. Supervised Time Series Classification 

Two types of time series are defined: Univariate time 
series, which is represented as a set of ordered real values � �
���, ��, … , �	
 where the cardinality of X is the number of real 
values. Additionally, an � -dimensional, multivariate time 
series consists of �  univariate time series [17]. Numerous 
real-world datasets are structured as time series, documenting 
sequential observations over time. Examples include stock 
prices, weather data, and sensor readings tracking the 
geometry of an object. 

Supervised time-series classification involves training a 
model to accurately assign predefined categories to sequences 
of data over time. The application of ML and DL can be 
beneficial for this task. ML algorithms like SVM, XGBoost, 
and LightGBM can effectively capture patterns in time series 
data and classify them. Deep learning approaches like 
Multilayer Perceptron and Convolutional Neural Networks 
can be utilized to learn the complex temporal dependencies 
inherent in the time series data, leading to improved class 
separation. 

In the context of evaluating model performance, accuracy 
is a commonly used metric (Eq. 1). However, for highly class-
imbalanced datasets as well as for applications where 
misclassifications carry significant consequences, precision 
(Eq. 2) and recall (Eq. 3) provide more robust measures. 
Precision considers false positives, while recall addresses 
false negatives, offering insight into the model’s ability to 
correctly classify instances. Combining precision and recall, 
the F1 Score (Eq. 4) provides a balanced measure, making it 
particularly suitable for applications requiring both high 
precision and recall. In such cases, optimizing the F1 score 
becomes the primary objective. 
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Fig. 1. Principle of operations of an OCT system [11] 



 

 

where: 

• TP: True Positives – the number of correctly predicted 
positive (NOK) instances. 

• FP: False Positives – the number of incorrectly 
predicted positive (NOK) instances. 

• TN: True Negatives – the number of correctly 
predicted negative (OK) instances. 

• FN: False Negatives – the number of incorrectly 
predicted negative (OK) instances. 

III. RELATED WORK 

In an article [18], Mayr et al. provide an overview of early 
machine learning models utilized in electric motor production 
and highlight the potential benefits of adopting data-driven 
approaches, using hairpin welding as a case study. Several 
studies have investigated the identification of hairpin weld 
quality. In [19], transfer learning is employed by training a 
VGG model using image data obtained from five different 
perspectives: before and after welding. Each perspective was 
associated with a separate model. To classify the quality of a 
weld, the predictions from all models are combined. A weld is 
considered defect-free only if all models classify it as defect-
free. 

Similarly, another study [20] experimented with transfer 
learning, achieving remarkable accuracies exceeding 99% 
with a pre-trained Inception V3 model on ImageNet. 
However, an expensive 3D camera that offers height 
information was used for data acquisition. On normal 
grayscale images, the model accuracies dropped by 
approximately 5%. 

Hartung et al. [21] trained a segmentation network to 
identify weld and non-weld regions, in addition to extracting 
weld width and shape from the images. They determined 
appropriate ranges for distinguishing between good and bad 
welds through evaluation. 

A common issue in welding is spatter. In [22], an SDU-net 
is used to segment spatters by analyzing in-process images. 
Furthermore, Raffin et al. [23] demonstrated the efficacy of 
few-shot learning techniques to mitigate overfitting and 
address data scarcity. Their top-performing model, trained on 
merely 10 images per class, attained a 94% F1 score on a test 
set consisting of 42 defective and 55 acceptable welds. 

Prior studies have predominantly relied on images 
acquired with 2D or 3D cameras. Baader et al. [7] addressed a 
gap in research regarding the usage of OCT for hairpin 
welding inspection. They investigated the application of OCT 
throughout the welding process — before, during, and post-
welding — inspired by its rapid scanning capabilities. 
However, the experimental results indicate that the current 
welding strategies utilized in industrial practice present 
challenges for in-process monitoring of hairpin welding. They 
concluded that OCT isn’t yet reliable for in-process 
monitoring, but it shows accurate and reliable findings for 
post-process and pre-process monitoring. 

Drawing from these insights into OCT’s ability to identify 
quality deviations, particularly for the post-process stage, we 
hereby introduce supervised ML and DL models for hairpin 
weld classification without the need for pretrained backbones, 
multimodal data sources, or manually crafted features. Given 

the reliability of OCT for post-process monitoring, we will 
solely rely on this stage for our classification task. 

IV. QUALITY MONITORING OF HAIRPIN JOINT USING OPTICAL 

COHERENCE TOMOGRAPHY AND MACHINE LEARNING 

This section provides a comprehensive overview of the 
obtained dataset, the applied preprocessing pipeline, as well 
as the examined models. 

A. OCT data for post-process quality monitoring 

As demonstrated by Baader et al. [7], the dataset is 
acquired with an OCT system. To approximate the hairpin 
joint contour, a grid-like scanning strategy was employed (see 
Fig. 2). Consequently, multiple scanning paths, referred to as 
seams are available, allowing for the capture of visible weld 
defects. A high cross-section characterizes a good weld. 
Hence, shape measurements can be leveraged to detect 
defects. 

The resulting dataset contains 775 samples, with 320 
samples labeled as OK ("defect-free") and 455 samples 
labeled as NOK ("not OK"). Fig. 3 and Fig. 4 showcase 10 
seam scans of two samples from both categories respectively. 
In total, 16 seams were considered for the problem.  

 

Fig. 2. Grid-wise scan strategy [7] 

 

Fig. 3. Post-process scans of an OK sample 

 

Fig. 4. Post-process scans of a NOK sample 



 

 

Moreover, the dataset is partitioned into 10 folds for cross-
validation, where each iteration involves using one fold for 
testing while the remaining folds are used for training. 

The dataset was acquired using a TruDisk 8001 from 
TRUMPF. This Ytterbium-YAG disk laser, with a wavelength 
of 1030 nm, provides laser powers ranging from 160 W 
to 8000 W. When coupled into the fiber optic cable, the laser 
achieves a beam parameter product of 4 mm-mrad with a 
diameter of 100/400 μm. Within an ERLAS welding cell, a 
TRUMPF PFO33-2 optics with a 255 mm focal length guides 
the beam, resulting in a spot diameter of 170/680 μm at full 
width at half maximum (FWHM), given a magnification ratio 
of 1:1.7. Additionally, an OCT scanner from Lessmüller 
Lasertechnik is integrated into the welding cell, coupling 
concentrically into the PFO. It features a super-luminescent 
diode (SLD) with a central wavelength of 840 nm and a 
spectral width of ±20 nm. The system operates at a sampling 
rate of 70 kHz and offers an axial resolution of approximately 
12 μm. This OCT system uses Spectral Domain Optical 
Coherence Tomography (SD-OCT) with beam guidance 
achieved through a dedicated pair of scanner mirrors. 

B. Preprocessing of the OCT time series data 

The raw one-dimensional time series data contains noisy 
measurements outside the hairpin boundary due to multiple 
passes over the same area by the OCT scanner. To preprocess 
the data, we discard signals outside the boundary to focus 
solely on the relevant region maintaining the hairpin 
geometry. The goal is to detect the change points when the 
seam enters and leaves the weld region, as shown in Fig. 5.  

For all welds and seam scans, the following steps are 
performed for the extraction: 

1. Clip any data point below -2.2 to zero, as the hairpin 
bead is always above this depth value. 

2. Create a copy of the signal to detect the RoI 

3. Smooth the copy signal using a median filter, then 
transform it to frequency space via Fourier 
transform. 

4. Filter out frequencies higher and lower than 
predefined thresholds. 

5. Convert the filtered signal back to the time domain. 
Change points, indicative of rapid signal changes, are 
identified in this range signal. 

6. Take the first two change points to extract the hairpin 
measurement from the original signal. 

C. Experimental Setup 

In this binary classification problem, we evaluated both 
traditional ML algorithms, including SVM, XGBoost, and 
LightGBM, as well as DL architectures such as Multilayer 
Perceptron (MLP), 1D Convolutional Neural Networks (1D 
CNN), and MLPMixers for their ability to classify the hairpin 
weldings according to their quality. 

The neural network architectures were developed using 
PyTorch Lightning [24], while scikit-learn [25] was used for 
the ML models. All models were trained with k-fold cross-
validation to ensure better generalization and low bias. Given 
the significant impact of hyperparameters on model 
performance, the hyperparameter optimization tool Optuna 
was used to search for optimal hyperparameters, focusing on 
enhancing the F1 Score. 

We initially trained the models on 16 seams. To further 
reduce acquisition time, we tested the models' ability to 
classify using only a single seam. Since SVM was the fastest 
model to train, we used it to identify the optimal performing 
seam. We then applied this seam to the other models for 
evaluation. 

1) Deep Learning Architectures 

We use Optuna [26] to tune the batch size, learning rate, 
and loss function. TABLE I outlines the suitable search space 
ranges and options used during the optimization process, 
including model-specific hyperparameters. For the MLP 
(Multilayer Perceptron) model, the depth hyperparameter 
governs the number of sequential layers. Each layer consists 
of a neural linear layer with an optimized neuron count, 
followed by batch normalization to stabilize training, a 
dropout layer with a dropout probability of 0.1, and an 
activation layer. 

For the convolution model, the depth determines the 
number of convolutional layers. Each layer includes a 1D 
convolution, batch normalization, and an activation function. 
Additionally, the number of kernels and kernel size for each 
layer was optimized, with same padding used across all layers. 

For MLP-Mixers, both the depth and hidden dimension 
were tuned. The hidden dimension determines the size of 
hidden representations in each layer. 

TABLE I.  OPTIMIZED HYPERPARAMETER FOR DL 

Model Hyperparameter Suggested values 

MLP Number of Layers [3 - 10] 
Units per Layer {16, 32, 48, 64, 128, 

256, 512, 1024, 
2048} 

CNN Number of Convolutional Layers [3 - 10] 

Convolutional Units {16, 32, 48, 64, 128, 
256} 

Kernel Size [3 - 301] (step=2) 

MLP-Mixer Hidden Dimension {8, 16, 32, 48, 64, 
128, 256, 512, 1024} 

Depth [2 - 15] 

 

 

Fig. 5. Preprocessing raw data to identify change points for 
extracting the region of interest (RoI) 



 

 

2) Machine Learning Algorithms 

For Support Vector Classification (SVC), we varied the 
regularization parameter within the range of (1�10%& , 100) 
and explored four kernel options: linear, polynomial (poly), 
radial basis function (rbf), and sigmoid. For non-linear kernels 
(poly, rbf, sigmoid), we experimented with gamma values 
from (1�10%& , 10). Moreover, for the polynomial kernel, the 
degree parameter was optimized within the range of 1 to 5. 

For XGBoost, the evaluation metric was set to 'logloss', 
and the boosting method 'booster' was chosen from 'gbtree', 
'gblinear', and 'dart'. Regularization parameters such as 
'lambda' and 'alpha' were explored logarithmically within the 
range of (1�10%( , 1.0) , while 'max_depth' was varied 
logarithmically from 3 to 9. Learning-related parameters like 
'eta' and 'gamma' were also explored logarithmically within 
the range of (1�10%( , 1.0). Additionally, the 'grow_policy' 
was chosen between 'depthwise' and 'lossguide', dictating the 
strategy for tree growth. 

In the LightGBM configuration, optimized 
hyperparameters included 'n_estimators' (ranging from 50 to 
500), 'max_depth' (from 3 to 15), 'learning_rate' (0.005 to 0.5), 
'num_leaves' (2 to 100), 'min_child_samples' (1 to 100), 
'min_child_weight' (0.1 to 100), 'subsample' (0.5 to 1.0), 
'colsample_bytree' (0.5 to 1.0), 'reg_alpha' (1�10%* , 10.0), 
and 'reg_lambda' (1�10%* , 1.0). 

V. RESULTS AND DISCUSSION 

For each model and respective hyperparameter 
combinations, we conducted four experiments: (1) utilizing all 
16 available seams as multivariate time series, (2) utilizing 
univariate time series, where a single seam is used for training, 
and examining the effect of the number of scans required to 
achieve satisfactory results, two further experiments using 
respectively five (3) and ten (4) seams that the model could 
choose as a further hyperparameter to optimize on.  

In TABLE II, we present the performance of models in both 
multiple and single seam experiments. The deep learning 
models consistently outperformed the traditional machine 
learning models. All deep learning models achieved F1-scores 
of no less than 99% on 16 seams. Particularly, the CNN model 
maintained high performance when presented with a single 
seam, while the MLP model showed a slight decrease in 
performance. MLP-Mixers were not considered for single 
seam classification due to the absence of multiple channels to 
mix. 

In contrast, the traditional machine learning models 
struggled to perform adequately when trained on a single seam 
compared to multiple seams, highlighting the robustness of 
deep learning approaches in handling such scenarios. This 
high performance in single seam classification allows for a 
significant reduction in the number of seams, preserving 
valuable takt time for the process.  

VI. CONCLUSION AND OUTLOOK 

In this study, we assessed the viability of supervised 
machine learning and deep learning models for hairpin 
welding defect detection. Models including MLP, CNN, 
MLP-Mixers, SVM, XGBoost, and LightGBM were 
evaluated using multivariate time series data acquired via an 
OCT scanner. Hyperparameters were optimized to maximize 
the F1 Score, and all models were trained using cross-
validation techniques.  

TABLE II.  MODEL TEST PERFORMANCE METRICS 

Data Model Model F1 Score Precision Recall 

16 Seams MLP 0.9974 0.997 0.997 

CNN 0.9974 0.997 0.997 

MLP Mixers 0.9960 0.996 0.993 

SVM 0.959 0.961 0.960 

XGBoost 0.953 0.954 0.953 

LightGBM 0.945 0.947 0.945 

     10 Seams MLP 0.9973 0.994 1.000 

CNN 0.9986 1.000 0.997 

MLP Mixers 0.9960 0.996 0.994 

SVM 0.9378 0.9395 0.938 

XGBoost 0.9426 0.945 0.943 

LightGBM 0.935 0.936 0.935 

     5 Seams MLP 0.988 0.991 0.982 

CNN 0.9973 0.994 1.000 

MLP Mixers 0.995 0.997 0.991 

SVM 0.9158 0.9182 0.916 

XGBoost 0.942 0.943 0.942 

LightGBM 0.935 0.936 0.935 

     Single Seam 

(seam #705) 

MLP 0.958 0.941 0.963 

CNN 0.997 1.000 0.994 

SVM 0.868 0.870 0.868 

XGBoost 0.914 0.915 0.914 

LightGBM 0.912 0.914 0.912 

Based on our findings and experimental results, we 
establish the reliability of post-process OCT data for defect 
detection, providing a viable alternative to camera-based 
approaches in the production process. 

Experimental results on both single seam data and multiple 
seam data demonstrated the effectiveness and robustness of 
these methods for the given task. Thus, integrating these 
advancements into the laser welding process of hairpins can 
enable the automated quality monitoring of individual hairpin 
joints. 

For future research, we propose two major lines of work. 
Firstly, we recognize the difficulty in integrating the proposed 
technique in the laser welding process given strict cycle time 
requirements. Thus, we propose investigations into 
sophisticated integration strategies to balance the 
requirements for quality and output. Secondly, future research 
should investigate self-supervised or semi-supervised 
methods to train models with minimal labeled data. This 
would enhance the applicability of the proposed classification 
models in real-world scenarios where labeled data is scarce or 
expensive to obtain. 
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Abstract—Electric drives account for a significant portion of 
the world's demand for electrical energy. The use of direct 
current (DC) machines or frequency-controlled operation of 
alternating current (AC) machines, which require rectification, 
can result in substantial material and operating energy savings, 
leading to reduced costs and CO2 emissions. Novel DC grids 
enable the use of braking energy, efficient integration of 
renewables and storage systems, and connection of additional 
grid participants. This eliminates many material- and energy-
intensive conversion processes compared to conventional AC 
supply. To quantify these savings for electric drives, a prototype 
of a servo drive controller with a connected linear axis on a 
developed test bench was measured and analyzed. Then an 
efficiency comparison between AC and DC power supplies was 
conducted with over 240 measurements. Adjustable influencing 
parameters were the operating mode according to IEC 60034-1, 
the installation angle of the axis, the mass of the transported 
load as well as the accelerations and speeds. The comparison was 
conducted with a full factorial design of experiments, the results 
statistically evaluated, and critically reflected. By using the 
braking energy in DC operation and eliminating the rectifier 
stage, the energy consumption of the drive controller was 
reduced by 12-25 % compared to AC supply. In addition, the 
unfavourable design ratio results in high reactive power in AC 
operation. The study demonstrates the great potential for DC 
grids, which are currently still a rarity. Due to the lack of 
experience with DC grids, a second part of this publication series 
analyses international standards and proposes two different 
protection concepts for the safe and regulation-compliant 
integration of drives into the DC grid, that the practical 
commissioning of the concept is possible. In order to complete 
the efficiency comparison of the motor controller between AC 
and DC operation, the losses of the switching devices required 
for grid integration were also measured and the losses compared 
with established protection concepts for AC operation. In 
summary, this study analyses the potential of DC grids using the 
case of electric drives. It provides recommendations for 
engineers on designing energy-efficient power supplies. 

Keywords—Electrical drives, energy efficiency, direct current, 
frequency converter, safety, protection, recuperation 

I. MOTIVATION OF DC-GRIDS FOR ELECTRICAL DRIVES 
Due to the earlier simplification of energy transportation 

through voltage transformation, AC grids got the standard in 
energy distribution. The latest high-voltage DC power 
supplies for efficient power distribution over long distances 
are an exception. A look at homes and industrial facilities 
shows that almost all electronic devices are connected to the 
power grid via rectifiers [1, 2]. Renewable energy sources also 
generate DC power or require an internal rectifier stage in 
order to feed synchronously back into the AC grid. The same 
applies to energy storage systems or to the application area of 
charging infrastructure for electromobility [3]. Due to the fact 
that every electrical conversion process causes additional 
power electronics and energy losses, many researchers and 
developers are focusing on an approach in which a 
bidirectional rectifier opens up a decentralized DC grid, e.g. 
for supplying building technology and industrial production 
cells, to which all DC-operated grid participants and the 
regenerative generation systems and storage units are 
connected. In addition to the energy savings resulting from 
lower conversion losses and the material-saving topology with 
fewer rectifiers, fewer active conductors and higher voltages, 
there is also no need for expensive reactive power 
compensation. The energy savings in the first test systems are 
estimated to be up to 12 % and the savings in copper and 
insulation material to be around 40 % [2, 4, 5]. In Europe, the 
large-scale DC Industry 1 and DC Industry 2 projects for the 
development of industrial DC networks are particularly well 
known [6, 7]. The Open Direct Current Alliance [8], initiated 
by ZVEI, is a joint initiative for the further development of 
research into DC systems. Additional research projects such 
as DC Schutzorgane [9], DC Smart and SiC4DC [10] are 
expanding knowledge about protection technologies, the use 
of wide-bandgap semiconductors in power electronics, 
interactions between grid components and the potential 
integration of renewable energy sources and storage systems. 
While some projects have resulted in quasi-standards and 
prototype products, a complete understanding of cost-
effective, environmentally friendly and safe design of this new 



grid structure remains limited to a few experts actively 
engaged in research [11]. As a result, only a few specialists 
have the ability to accurately design these grids and ensure 
their safe operation. The lack of standardized acceptance 
procedures and regulations often leads to these systems being 
put into operation as test installations [12, 13]. The research 
Project DC|hyPASim addresses the challenge and develops a 
simulation-based planning tool for decentralized hybrid 
AC/DC grids [14]. It also considers aspects such as modelling 
energy behaviour and metadata of the different process 
participants in production systems [15, 16] and renewable 
energies [17] or forecasting the associated Product Carbon 
Footprint [18]. 

The voltage of the first industrial DC grids is intentionally 
based on the typical DC link voltages of conventional drive 
systems according to IEC TR 63282 [19], which are 
considered to be the main consumers in industry [5, 20]. The 
electrical machines can be connected independently via their 
own inverter and do not need their own rectifier. A 
simultaneity factor and DC-coupled infeed and storage units 
greatly reduce the nominal rectifier power and thus the grid 
connection power. Similar to electric vehicles, the braking 
energy can simply be recuperated via the DC bus instead of 
being converted into heat via a braking resistor. Bidirectional 
drive controllers supplied with AC are very rarely found in 
industrial control cabinets, as the electronics are generally too 
complex and expensive. [21] 

This publication analyses the measured performance and 
the associated energy requirements of a prototype that can be 
operated on both AC and DC grids. An angle-adjustable linear 
axis and various load scenarios ensure a wide range of 
considerations within the practical analysis Chapter 2 
describes the test setup, then Chapter 3 visualizes the 
measurement results in the time domain, calculates key 
figures such as power dissipation and recovery energy, and 
compares the efficiency of the electrical connection type. 
Chapter 4 proposes switching and protection concepts for safe 
and compliant grid integration and also includes the losses of 
the associated components to provide a comprehensive 
efficiency comparison. Chapter 5 takes stock and shows the 
opportunities for establishing the efficient system concept for 
electric drives on the DC grid in the near future. 

II. EXPERIMENTAL SETUP 

A. Mechanical test setup 
The mechanical test setup is designed to compare both 

vertical and horizontal conveyor applications at different 
speeds, accelerations, and loads. For this purpose, a linear axis 
of the type Festo ELGC-BS-KF with the servo motor EMMT-
AS-80-L-HS-RM is available and mounted at different angles. 
For the different load scenarios, a 30 mm wide cylindrical bar 
offers modular mounting of weight plates. 

 
Fig. 1. Key components of automated experimental setup 

B. Supply and automation of the drive controller 
The electric machine is supplied with a voltage of 

approximately 560 V from the servo drive controller 
(converted CMMT-AS-C12-11A). The output power of the 
controller is 6 kW, but is severely limited by the power 
consumption of the linear axis. With a 400 V AC supply, a DC 
link voltage of approximately 560 V is achieved in the idle 
state, so this voltage was selected as the test frame for DC 
system operation within the permissible voltage bands of IEC 
TR 63282 [19] and the DC Industry 2 system specifications 
[20]. The connections for the direct DC-link connection have 
been routed to the outside via terminal connections. There is a 
connection-programmable logic purely on the controller to 
fulfil the functional safety device of the controller. The drive 
controller, axis and a higher-level control unit, e.g. the Festo 
Automation Suite or a programmable logic controller (PLC), 
communicate with each other via Profinet interfaces. In this 
case, a customized human machine interface (HMI) panel 
interacts with a Siemens S7-1500 to control the planned test 
sequences. 

C. Measurement setup and data evaluation 
During the conventional AC power supply of the drive 

system, a measuring case consisting of a multifunctional 
power meter (Siemens Sentron PAC4200) and a Modubus 
server with data evaluation and CSV export takes over the 
measured value acquisition. Three current inputs and voltage 
inputs sample the sinusoidal signals with 10.2 kSamples/s. 
Numerous power values, e.g. active, apparent and reactive 
power, harmonics up to the 63rd harmonic, currents and 
voltages are calculated directly and transmitted as 0.1 s 
averages. The measurement point is the line side input power 
in the drive controller.  
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Fig. 2. Measurement setup for AC drive controller connection 

For selection the DC-measuring technology the selection 
procedure of Gutwald et al. was applied [22]. In DC power 
systems, the direct connection to the DC link is made via the 
DC input terminals of the drive controller prototype. The 
voltage drop across the high-precision resistor (10 A/60 mV) 
is converted to an analog standard signal (0-10 V) in a high-
voltage transducer (Knick P51000K11-M1M/11). Voltage 
measurement is performed by an equivalent high voltage 
isolation amplifier (Knick P52000K11-M5M/11) with 
standard signal conversion. Two probes (10:1, 10M // 15 pF) 
transmit the standard signals to two channels of a mixed-
signal oscilloscope (Keysight MSOX2024A). The data is 
recorded in parallel at 12-bit resolution and 125 Samples/s and 
transferred to an external computer via a USB port.   
 

 
Fig. 3. Measurement setup for DC drive controller connection 

Data filtering and evaluation is automated using 
customized scripts in the MATLAB software. The product of 
the instantaneous values of current i(t) and voltage v(t) gives 
the power p(t) in eq. (1). The electrical work W expresses eq. 
(2) as the temporal integral of the power. The recuperated 

power Wr corresponds to the integrated negative power values 
in eq (3). 

 𝑝𝑝(𝑡𝑡) = 𝑣𝑣(𝑡𝑡) ∙ 𝑖𝑖(𝑡𝑡) (1) 

 𝑊𝑊 = ∫ 𝑝𝑝(𝑡𝑡) ∙ 𝑑𝑑𝑑𝑑 = ∫ 𝑣𝑣(𝑡𝑡) ∙ 𝑖𝑖(𝑡𝑡)𝑑𝑑𝑡𝑡  (2) 

 𝑊𝑊𝑟𝑟 = ∫max (−𝑝𝑝(𝑡𝑡), 0)𝑑𝑑𝑑𝑑 (3) 

Table 1 summarizes the key facts and the experimental 
framework of the test setup.  

TABLE I.  SUMMARY OF THE SCOPE OF THE STUDY 

Key Element Value or specification 
Cradle adjustment [°] 0, 30, 45, 60, 90 
Acceleration [%] 30, 100 
Speed [%] 10, 50, 100 
Load scenario [kg] 0, 10, 20 
Conveyance route 
[cm] 

50  

Operation modes Continuous, stop and go 
Control Siemens S7-1516T-3 PN/DP and HMI 

Touchpanel, Profinet Controller Interface 
Controller supply AC 3~, 400 V at AC-TN-C-S 
Controller supply DC 560 V at DC-IT 
Controller output 
frequency (0-599 Hz) 

0 Hz, DC-Servo motor as load 

Measurement setup 
AC 

Multifunction power meter with three current 
and voltage inputs without current 
transformers, sampling with 10,2 ksamples/s, 
averaging 0.1 s, accuracy class 0.2 according 
to IEC 61557-12 [23] in measuring box with 
remote Modbus communication and CSV 
export 

Measurement setup 
DC 

Shunt based current monitoring und voltage 
measurement with high precision 
measurement transducers, Accuracy class 0.2 
according to IEC 61557-12 [23], sampling 
with 12 bits at 125 Samples/s with 10:1 
probes on a mixed signal oscilloscope, CSV 
export  

Total number of 
measurement cycles 

244, selection of most relevant cases for 
chapter 3 

III. RESULTS 
With each variable load and control function according to 

Table 1, one run in the positive and one in the negative 
direction were carried out. The results are shown in the sub-
chapters with the power curves over time and supporting 
calculations for the efficiency comparison of the respective 
connection type. 

A. Recuperation and power demand of electrical energy 
Fig. 4-7 and tables II-V present measurements of the drive 

controller in DC mains operation (prototype operation). The 
time range was synchronized for the figures, resulting in the 
following movement process:  

• Start with 1 s pause in beginning position 

• Conveying in positive direction with acceleration 
process at the beginning and deceleration process at the 
end, the time required depends on the test setup 

• 0.2 s Stop in end position 

• Conveying in negative direction with braking process 
at the end, the time required depends on the test setup 

• Different pause times until the movement was 
completed and the load was in the lower position in all 
experiments 

 

 



A distance-synchronized evaluation to determine the 
energy required for the distance travelled was performed in 
addition to the time-synchronized measurement (excluding 
non-standard pause times) to ensure consistent start times for 
all ascent or descent tests. Unnecessary pauses during 
transportation were eliminated. Cycle times varied, especially 
at different speeds and accelerations. The track-synchronized 
evaluation assumed the following: 

• 0.55 s pause 

• Conveying in positive direction 

• 0.22 s pause 

• Conveying in negative direction 

• 0.22 s pause 

Fig. 4 illustrates the impact of acceleration on power 
consumption in a time-synchronized representation. Table II 
displays the balanced energy requirement and proportional 
recuperation energy for the same running time and conveying 
distance.      

 
Fig. 4. Influence of acceleration on the power demand of the drive system  

TABLE II.  CALCULATED ENERGY DEMAND AT VARYING 
ACCELERATION 

Setup/Parameters Energy demand 
Accelerat
ion [%] 

Speed 
[%] 

Mounting 
angle [°] 

Load 
[kg] 

Synchroni-
zation on time/ 
Runtime [s] 

Total 
energy 
demand 
[Ws] 

Recuperated 
energy [Ws] 

30 100 90 20 Yes/9 343.22 12.67 
30 100 90 20 No/8.03 317.85 
100 100 90 20 Yes/9 354.36 25.11 
100 100 90 20 No/7.33 310.766 

 

The results of the measurement indicate that higher 
acceleration leads to more recuperation, but it does not 
significantly influence the total energy requirement of the 
drive system. The additional power requirement due to higher 
acceleration also leads to higher amounts of energy being 
recovered and faster overall recuperation. The energy 
consumption is only lower if the entire transportation process 
is shortened by shorter acceleration phases. If the tested drive 
system is supplied with AC, higher accelerations result in 
significantly higher losses because the greater recuperation 
energy cannot be recovered. 

Using a test stand with a similar configuration, Fig. 2 
displays the performance curve for medium and fast speeds in 

the time-synchronized measurement evaluation.   

 
Fig. 5. Influence of conveying speed on the power demand of drive system 

TABLE III.  CALCULATED ENERGY DEMAND AT VARYING CONVEYING 
SPEED 

Setup/Parameters Energy demand 
Accelerat
ion [%] 

Speed 
[%] 

Mounting 
angle [°] 

Load 
[kg] 

Synchroni-
zation on time/ 
Runtime [s] 

Total 
energy 
demand 
[Ws] 

Recuperated 
energy [Ws] 

100 50 90 20 Yes/9 350.76 20.37 
100 50 90 20 No/7.51 311.72 
100 100 90 20 Yes/9 354.68 25.11 
100 100 90 20 No/7.33 310.766 

 

The higher speed results in a slightly increased energy 
consumption. Similar to acceleration, energy consumption is 
only reduced if the time taken to cover the distance is 
decreased. Recuperation time is shorter at higher speeds, but 
it results in 23.27 % more energy being fed back into the DC 
bus. To minimize braking energy that cannot be regenerated 
and waste heat, the speed in AC mode should be kept as low 
as possible while still meeting the necessary requirements. 

Fig. 6 displays time-synchronized power curves for a 
running time of 9 seconds at various mounting angles. Table 
IV summarizes the calculated energy requirements and the 
proportion of recuperation for time- and distance-
synchronized evaluation.  

 
Fig. 6. Influence of gradient on the power requirement of the drive system 

  

 

 

 



TABLE IV.  CALCULATED ENERGY DEMAND AT VARYING GRADIENT 

Setup/Parameters Energy demand 
Accelerat
ion [%] 

Speed 
[%] 

Mounting 
angle [°] 

Load 
[kg] 

Synchroni-
zation on time/ 
Runtime [s] 

Total 
energy 
demand 
[Ws] 

Recuperated 
energy [Ws] 

100 100 90 20 Yes/9 354.89 25.11 
100 100 90 20 No/7.28 309.41 
100 100 60 20 Yes/9 352.67 20.69 
100 100 60 20 No/5.73 267.67 
100 100 45 20 Yes/9 352.38 12.93 
100 100 45 20 No/4.19 232.38 
100 100 30 20 Yes/9 340.09 3.19 
100 100 30 20 No/3.84 217.30 
100 100 0 20 Yes/9 301.04 0 
100 100 0 20 No/3.91 203.02 

 

As expected, the energy requirement is higher when the 
installation angle is steep compared to when it is flat. At steep 
angles, up to 8.12 % of the total energy requirement is 
accounted for by recuperation energy. This results in 
significantly lower efficiency for non-recuperative AC 
operation when the installation angle is not horizontal. The 
mounting angle has no effect on the duration of the braking 
process in DC operation. 

Fig. 7 displays the load-dependent power consumption 
over a synchronized time range of 8 seconds. The 
corresponding calculations for the synchronized time and 
distance are provided in Table V.  

 
Fig. 7. Influence of load on the power requirement of the drive system 

TABLE V.  CALCULATED ENERGY DEMAND AT VARYING LOAD 
CONDITIONS 

Setup/Parameters Energy demand 
Accelerat
ion [%] 

Speed 
[%] 

Mounting 
angle [°] 

Load 
[kg] 

Synchroni-
zation on 
time/ 
Runtime [s] 

Total 
energy 
demand 
[Ws] 

Recuperated 
energy [Ws] 

100 100 90 20 Yes/8 328.30 25.11 
100 100 90 20 No/7.24 308.37 
100 100 90 10 Yes/8 327.82 2.74 
100 100 90 10 No/3.83 226.58 
100 100 90 0 Yes/8 302.67 0 
100 100 90 0 No/3.83 219.47 

 

The power curves exhibit variable power peaks. The curve 
is flatter at 20 kg load due to the full power reserve of the 
linear axis being utilized, which offers little reserve 
acceleration torque at 20 kg in the vertical position, requiring 
more time for the transport process. With a 20 kg load, the 
high proportion of recuperation energy results in a similarly 

high energy requirement for the same operating time as with 
a 10 kg load. The application experiences the greatest losses 
due to longer running times, as the power consumption is 
restricted by the linear axis drive. The conveyed mass 
significantly impacts the amount of electrically regenerated 
energy. DC operation of the prototype is more profitable for 
heavier transport weights, as it allows for higher recuperation 
energy compared to AC operation.  

B. Power comparison of AC and DC supply of controler  
While only measurements and calculations in DC 

operation of the controller for various test sequences have 
been explained so far, the metrological comparison between 
DC and AC operation follows in section B.  

Fig. 8 shows the power curve for time-synchronized 
operation, while Table V| provides calculations for AC and 
DC operation in time- and distance-synchronized operation. 
The time resolution of the AC measurements is lower in the 
optical visualization compared to the DC voltage 
measurements, as the installed measuring unit only transmits 
average values. The measurements and calculations are 
accurate, as the mean values are based on a sampling rate of 
10.2 kSamples/s.  

 
Fig. 8. Comparison of the power requirement between AC and DC 
connection for a recuperation case 

TABLE VI.  ENERGY DEMAND COMARISON OF AC AND DC SUPPLY 
FOR A RECUREATION CASE 

Setup/Parameters Energy demand 
Power 
Suppy 

Accelerati
on and 
Speed [%] 

Mounting 
angle [°] 

Load 
[kg] 

Synchroni-
zation on 
time/ 
Runtime [s] 

Total 
active 
energy 
demand 
[Ws] 

Recuperated 
energy [Ws] 

3~  
400 
VAC 

100 90 20 Yes/10.05 428.06/ 0 

3~  
400 
VAC 

100 90 20 No/8.74 388.46 

560 
VDC 

100 90 20 Yes/10.05 382.11 25.11 

560 
VDC 

100 90 20 No/7.33 310.78 

 

Figure 8 shows a consistently higher power requirement in 
AC voltage mode, which is due to additional rectifier losses in 
the drive controller. These losses only occur in the drive 
controller with AC supply. Additionally, recovery of braking 
energy leads to extra savings compared to conventional 
operation. In time-synchronized operation, the energy 

 

 



consumption via AC supply WAC is 12 % higher than the 
energy consumption via a DC bus WDC.  

 𝑊𝑊𝐴𝐴𝐴𝐴 
𝑊𝑊𝐷𝐷𝐷𝐷

= 428.06 𝑊𝑊𝑊𝑊
382.11 𝑊𝑊𝑊𝑊

= 1.120 → 12.0 % (4) 

In AC operation, 45.4 % of the drive system's higher losses 
occur in the rectifier stage, while the remaining 54.6 % of 
energy loss is attributed to the braking resistor.  

If the distance covered is the same, the power consumption 
of the drive system is 25% higher in AC operation. 

 𝑊𝑊𝐴𝐴𝐴𝐴 
𝑊𝑊𝐷𝐷𝐷𝐷

= 388.46 𝑊𝑊𝑊𝑊
310.78 𝑊𝑊𝑊𝑊

= 1.125 → 25.0 % (5) 

In this case, the rectifier accounts for 67.7% of the 
additional energy requirement, while the remaining 32.3% of 
losses occur in the braking resistor. The test also revealed that 
recuperation braking is significantly faster than resistance 
braking. Recuperation allows for a quicker dissipation of 
braking energy, which reduces cycle time. The diagrams do 
not show the grid disturbances, but they are noticeable in the 
measured values. Harmonics occur in AC operation, requiring 
filter stages. High-performance applications require 
compensation systems with increased capacity to handle the 
additional power grid load due to reactive power. The 
regarding power quality measurements of the experiments are 
shown in Fig. 9, Fig 10 and the calculation results are listed in 
table VII. The PF is very poor due the unfavourable 
dimensioning ratio between the axis motor and the drive 
controller, but would be greatly increased at higher controller 
utilization.  

 
Fig. 9. AC power quality for experiment from Fig. 8  

 
Fig. 10. AC power factor for experiment from fig. 8 

 

 

TABLE VII.  GRID STRESS DUE TO REACTIVE POWER  
(REFERRING TO FIG. 9 AND 10 ) 

AC-Power quality 
Synchronizati
on on time/ 
Runtime [s] 

Total apparent 
energy demand 
[VAs] 

Total reavtive 
energy 
demand 
[VArs] 

Total active 
enery demand 
[Ws] 

Power 
factor 

Yes/10.05 2681.16 2636.60 428.06 0.160 
No/8.74 2366.13 2324.71 388.46 0.164 

 

Vertical transportation using the linear axis results in the 
highest savings due to the use of recuperation. Fig. 11 
compares power consumption in AC and DC operation for a 
horizontally conveying process in a time-synchronized 
representation. Table VIII provides corresponding 
information on the test setup and efficiency calculations for 
the time- and distance-synchronized measurement.   

 
Fig. 11. Comparison of the power requirement between AC and DC 

connection without recuperation 

TABLE VIII.  GRID STRESS DUE TO REACTIVE POWER 

Setup/Parameters Energy demand 
Power 
Suppy 

Acceleration 
and Speed 
[%] 

Mounting 
angle [°] 

Load 
[kg] 

Synchroni
-zation on 
time/ 
Runtime 
[s] 

Total 
energy 
demand 
[Ws] 

Recuperated 
energy [Ws] 

3~  
400 VAC 

100 0 20 Yes/6 281.58 0 

3~  
400 VAC 

100 0 20 No/4.26 243.25 

560 VDC 100 0 20 Yes/6 239.02 0 
560 VDC 100 0 20 No/3.97 204.25 

 

It is evident that the acceleration process is quicker and 
that braking also requires energy. The increased power 
consumption during AC operation is limited to the inverter 
stage, amounting to 19.5 % with time-synchronous 
evaluation. 

 𝑊𝑊𝐴𝐴𝐴𝐴 
𝑊𝑊𝐷𝐷𝐷𝐷

= 281.58 𝑊𝑊𝑊𝑊
239.02 𝑊𝑊𝑊𝑊

= 1.195 → 19.5 % (6) 

When covering the same distance, there is a 19.1 % 
difference. 

 𝑊𝑊𝐴𝐴𝐴𝐴 
𝑊𝑊𝐷𝐷𝐷𝐷

= 243.25 𝑊𝑊𝑊𝑊
204.25 𝑊𝑊𝑊𝑊

= 1.191 → 19.1 % (7) 

Similar to vertical axis operation, the PF is very unfavorable 
due to the poor design ratio between the axis motor and 
controller: 

 

 

 

 



 
Fig. 12. AC power quality for experiment from fig. 11 

 
Fig. 13. AC power factor for experiment from fig. 11 

TABLE IX.  GRID STRESS DUE TO REACTIVE POWER 
(REFERRING TO FIG. 12 AND 13) 

AC-Power quality 
Synchroni-
zation on time/ 
Runtime [s] 

Total apparent 
energy demand 
[VAs] 

Total reactive 
energy 
demand 
[VArs] 

Total active 
enery demand 
[Ws] 

Power 
factor 

Yes/6 1661.31 1630.02 281.58 0.169 
No/4.26 1259.46 1231.13 243.25 0.193 

IV. SUMMARY AND CRITICAL CONSIDERATION OF THE 
MEASUREMENT RESULTS 

A. Summary of the measurement results 
The text discusses the motivation and relevance of DC 

grids for electric drives. It presents a comparison of power 
consumption and system efficiency in DC and AC operation 
using 244 measurement scenarios. The comparison was 
conducted using a flexible and automated test stand for a new 
type of drive system, considering the influences of 
acceleration, mounting angle, speed, and load. With the same 
process running time, faster acceleration and higher speeds 
result in more recuperation energy and greater savings 
compared to AC operation without recuperation. However, 
the total energy consumption in DC operation is not 
significantly higher. The steeper the installation angle of the 
linear axis, the more recuperation energy is generated, up to 
8.12 % of the total energy requirement, resulting in higher 
efficiency in DC mode than with an AC connection. Increased 
load results in greater recuperation, leading to greater savings 
through the DC connection compared to conventional 
operation. The scenarios presented in Chapter III B 
demonstrate that horizontal installation results in over 19% 

higher power consumption in AC mode, while vertical 
installation results in between 12 % and 25 % more energy 
consumption in AC mode. 

B. Critical consideration of the test results: 
While it is true that energy consumption is significantly 

lower in DC operation. However, it is important to note that 
electrical energy undergoes several conversion stages in a DC 
grid before being fed to the drive controllers. In the best-case 
scenario, the energy is efficiently fed into the DC grid through 
DC-based generators, such as solar power, the DC link of a 
wind turbine, or storage systems, such as batteries or 
capacitors, which eliminates the need for lossy conversion 
stages. If energy is solely drawn from the conventional AC 
grid, conversion losses are not incurred in the drive controller. 
However, they are still incurred in the central grid rectifier of 
the DC grid. It is important to note that there are frequency 
converters that can recuperate braking energy without a 
braking resistor. However, this recovery process is less 
efficient and the drive controllers are considerably more 
expensive. Another aspect is the availability of the DC grid. If 
a DC grid is opened in IT grid form, it is necessary to 
disconnect the filter connections from Protective Earth. 
Industrial drives in AC design, on the other hand, are rarely 
designed in IT mains form. 

The test setup provides transferable tendencies for other 
drive systems. However, it should be noted that the 
dimensioning ratio between the drive controller and drive is 
not sensible. The controller operates at comparatively 
inefficient operating points due to the low utilization of the 
power electronics. This leads to reduced efficiency in the 
rectifier stage and a poor power factor in AC operation. If, on 
the other hand, a longer linear axis were used, the braking 
distance would be longer when mounted vertically and more 
energy would be recovered. However, when generalizing to 
other drive systems, the exact numerical values should not be 
adopted, but the specific design and setup of the individual 
drive system should be taken into account. 

C. Outlook 
DC-based integration in multi-motor systems with a 

common DC link, and in new types of DC grids, offers 
significant advantages. These advantages include lower power 
consumption and reduced material requirements in the system 
network with other grid participants due to fewer conversion 
steps and cable material. This simplifies the decentralized 
installation of drive controllers and offers other significant 
potential compared to AC grid operation. Furthermore, the 
design produces less grid disturbances on the AC supply grid 
in terms of reactive power and harmonics, reducing the need 
for compensation systems and filters. Additionally, DC buses 
are generally more powerful and enable faster braking, 
resulting in faster dynamics compared to AC-based solutions 
that use braking resistors. DC grids also provide a stronger 
short-term boost by adding intermediate circuit capacities to 
the DC bus. 

Although there are some advantages to integrating drives 
in DC grids, practical implementation still requires further 
research and development. To fully utilize the potential of 
distributed DC links or so-called DC grids, a special switching 
and protection concept is necessary. The compliant design and 
commissioning of such systems is challenging due to a lack of 
references, standardization, and products for safe bidirectional 
and high-availability protection technology. In this 

 

 



publication series, the second part proposes various protection 
concepts for practical implementation using circuit diagrams 
[24]. The power-dependent losses caused by not only the drive 
controllers but also the switching and protective devices have 
been measured and compared with a conventional protection 
concept for AC-based drive integration. The two publications 
together provide a comprehensive efficiency comparison, 
which can aid in the safe and efficient planning of drive 
systems for CO2 neutral production. 

ACKNOWLEDGMENT 
This publication was funded by the Federal Ministry for 

Economic Affairs and Climate Action through the project 
“DC|hyPASim” (Project no.: 50 LN/51 LN). 

REFERENCES 
[1] T. Dragicevic, X. Lu, J. C. Vasquez, and J. M. 

Guerrero, "DC Microgrids—Part II," IEEE Trans. 
Power Electron., no. 5, pp. 3528–3549, 2016. 

[2] M. März, B. Wunder, and L. Ott, "LVDC-Netze – 
Herausforderungen und Perspektiven," in Bauelemente 
der Leistungselektronik und ihre Anwendungen 2017 - 
7. ETG-Fachtagung, 2017, pp. 155–164. 

[3] B. Gutwald, R. Lehmann, M. Barth, Reichenstein 
Tobias, and J. Franke, "Bi-directional DC Charging 
Stations for EVs on renewable-powered LVDC Grids: 
Design, Sizing, Control and Testing," IEEE E|PTS, 
2024. 

[4] P. Savage, R. R. Nordhaus, and S. P. Jamieson, "DC 
Microgrids: Benefits and Barriers," in Forestry & 
Environmental Studies Publications Series, From Silos 
to Systems: Issues in Clean Energy and Climate 
Change, Eds., 44th ed., 2010, pp. 51–66. 

[5] A. Sauer, Ed., Die Gleichstromfabrik: Energieeffizient. 
Robust. Zukunftsweisend. München: Hanser, 2020. 

[6] K.-P. Simon, "Research Project DC-INDUSTRIE: DC 
Networks in Industrial Production," 2017. 

[7] DC-INDUSTRIE2 and ZVEI, DC-INDUSTRIE2 – 
open DC grid for sustainable factories. [Online]. 
Available: https://dc-industrie.zvei.org/fileadmin/DC-
Industrie/Praesentationen/DC-INDUSTRIE2_Project-
presentation_en_2211.pdf (accessed: Sep. 28 2023). 

[8] I. Kuhn, Open Direct Current Alliance (ODCA): Direct 
current for the energy-efficient factory. [Online]. 
Available: https://odca.zvei.org/fileadmin/odca/
Dateien/ODCA-Short-Position_Direct_current_for_
the_energy-efficient_factory_final.pdf (accessed: Sep. 
28 2023). 

[9] P. Meckler et al., "Abschlussbericht DC-
Schutzorgane," Jun. 2020. 

[10] Institute FAPS, SiC4DC - Edge-Cloud-Energy-
Management for DC-powered automation systems with 
SiC-based power electronics. [Online]. Available: 
https://www.faps.fau.eu/curforsch/sic4dc-edge-cloud-
energy-management-for-dc-powered-automation-
systems-with-sic-based-power-electronics/ (accessed: 
Sep. 28 2023). 

[11] M. Barth et al., "Simulation-based planning and design 
of hybrid AC/DC energy grids for production systems: 
a holistic approach," in 20. ASIM Fachtagung 
Simulation in Produktion und Logistik 2023, 2023, pp. 
31–40. 

[12] VDE and DKE, Low Voltage DC: German 
Standardization Roadmap Version 2, 2018. 

[13] K. Hirose et al., Grounding concept considerations and 
recommendations for 400VDC distribution system, 
2018. 

[14] B. Gutwald, F. N. Ndjiemeni, M. Barth, and J. Franke, 
"Simulation-Based Efficiency Comparison of Different 
Mains Configurations for DC Grid Branches for 
Supplying Production Plants Based on a Rule-
Compliant Design," in Lecture Notes in Mechanical 
Engineering, Manufacturing Driving Circular 
Economy, H. Kohl, G. Seliger, and F. Dietrich, Eds., 
Cham: Springer International Publishing, 2023, pp. 
440–448. 

[15] M. Barth, E. Russwurm, B. Gutwald, D. Kunz, T. 
Reichenstein, and J. Franke, "Modeling and Simulation 
Techniques for Energy Behavior in Production 
Systems: A Review and Systematic Taxonomy," in 2nd 
IEEE Industrial Electronics Society Annual Online 
Conference, 2024. 

[16] T. Reichenstein, S. G. Koustas, A. Roßner, M. 
Meiners, and J. Franke, "Toward a structured concept 
for purpose-driven modeling of a digital shadow in 
manufacturing," Procedia CIRP, vol. 119, pp. 816–
821, 2023, doi: 10.1016/j.procir.2023.02.167. 

[17] B. Gutwald, M. Barth, O. Mönius, B. Zeilmann, and J. 
Franke, "Power Forecast of Photovoltaic Systems - An 
Approach for improving Energy Management of DC-
supplied Production Plants," 2023, doi: 10.1007/978-3-
031-47394-4_54. 

[18] B. Gutwald, N. Baumann, F. Funk, Reichenstein 
Tobias, B. Albayrak, and J. Franke, "Sustainable 
manufacturing practices: A systematic analysis and 
guideline for assessing the industrial Product Carbon 
Footprint," IEEE E|PTS, 2024. 

[19] IEC Technical report TR 63282 Ed. 2 2023-02: LVDC 
systems – Assessment of standard voltages and power 
quality requirements., IEC, 2023. 

[20] H. S. Johann Austermann, Systemkonzept DC-
INDUSTRIE2, 2023. Accessed: Dec. 3 2023. [Online]. 
Available: https://dc-industrie.zvei.org/publikationen/
systemkonzept-fuer-dc-industrie2 

[21] F. Blank, W. Körner, and S. Puls, Die 
Energieverteilung und Antriebstechnik im 
Gleichstromnetz. [Online]. Available: https://
www.computer-automation.de/feldebene/antriebe/
artikel/164614/4/ (accessed: Aug. 1 2023). 

[22] B. Gutwald, Reichenstein Tobias, M. Barth, and J. 
Franke, "Measurement Technology in Industrial Low 
Voltage DC grids – Requirements and Selection 
Procedure," IEEE E|PTS, 2024. 

[23] Electrical safety in low voltage distribution systems up 
to 1 000 V AC and 1 500 V DC - Equipment for testing, 
measuring or monitoring of protective measures: Part 
12: Power metering and monitoring devices, IEC 
61557-12:2018, Berlin-Offenbach, 2018. 

[24] B. Gutwald, A. Korneev, P. Römer, M. Barth, 
Reichenstein Tobias, and J. Franke, "Comparative 
Efficiency Analysis in Recuperative Electrical Drives: 
A Study of LVDC vs. LVAC - Protection Components 
and Grid Integration," IEEE E|PTS, 2024. 

 



979-8-3503-8617-2/24/$31.00 ©2024 IEEE 

Comparative Efficiency Analysis in Recuperative 
Electrical Drives: A Study of LVDC vs. LVAC  
- Protection Components and Grid Integration 

 

Benjamin Gutwald 
Institute for Factory Automation and 

Production Systems (FAPS) 
Friedrich-Alexander-Universität 

Erlangen-Nürnberg 
Erlangen, Germany  

benjamin.gutwald@faps.fau.de 

Martin Barth 
Institute for Factory Automation and 

Production Systems (FAPS) 
Friedrich-Alexander-Universität 

Erlangen-Nürnberg 
Erlangen, Germany 

martin.barth@faps.fau.de

Aleksandr Korneev 
Institute for Factory Automation and 

Production Systems (FAPS) 
Friedrich-Alexander-Universität 

Erlangen-Nürnberg 
Erlangen, Germany 

aleksandr.korneev@fau.de 

Tobias Reichenstein 
Institute for Factory Automation and 

Production Systems (FAPS) 
Friedrich-Alexander-Universität 

Erlangen-Nürnberg 
Erlangen, Germany 

tobias.reichenstein@faps.fau.de 

 

Patrick Römer 
Institute for Factory Automation and 

Production Systems (FAPS) 
Friedrich-Alexander-Universität 

Erlangen-Nürnberg 
Erlangen, Germany 

patrick.roemer@fau.de 

Jörg Franke 
Institute for Factory Automation and 

Production Systems (FAPS) 
Friedrich-Alexander-Universität 

Erlangen-Nürnberg 
Erlangen, Germany 

joerg.franke@faps.fau.de

Abstract— Based on a full factorial metrological analysis, 
part 1 (“power supply”) of the publication series demonstrates 
the great energy-saving potential for the operation of electric 
drives on the direct current (DC) grid. In the analysis, the 
energy requirement of a drive system with a DC supply could be 
reduced between 12 and 25 % compared to an alternating 
current (AC) supply. In order to realize the promising supply 
concept via a DC grid, a safe switching and protection concept 
is required to integrate the drive. Due to a lack of experience 
with powerful industrial DC grids, most planners and installers 
do not have the knowledge to plan and commission such 
electrical systems in accordance with regulations. In addition, 
the respective switching and protective devices influence the 
efficiency of the overall system. This publication offers decision-
making aids for grid integration to enable the practical 
feasibility of the concept outlined in Part 1. It covers the 
selection and design of the protection concept. Specifically, two 
concepts for switching and protection of drive controllers on the 
DC-side, with different costs and safety standards, are proposed 
and compared to an established protection concept for AC 
supply. The proposals are based on relevant international 
standardization. Part 1 of this publication only considered the 
drive controller's electrical power consumption, but this section 
also measured and compared the load-dependent losses of each 
component of the associated protection scheme. Depending on 
the system voltage, power range and planning variant, the 
measured losses in AC operation are twice as high. The loss 
characteristics are made up of the ohmic losses with a quadratic 
gradient with the current flow and an offset due to the constant 
power requirement of the control circuit. Reactive power only 
occurs in the AC system and significantly increases the losses of 
the protective devices and the transmission system. Based on 
several test setups, this publication provides a holistic efficiency 
comparison for the DC-based energy supply of drive systems. It 
provides a design and decision-making aid for system planners, 
installers and commissioning engineers as well as investment 
management and thus makes a significant contribution to the 
roll-out of environmentally friendly DC grids. 

Keywords—Electrical drives, energy efficiency, direct current, 
frequency converter, safety, protection, recuperation 

I. RELEVANCE AND MOTIVATION OF THE STUDY 
In the first part of the series [1], the potential of DC grids 

was presented in detail. These advantages include the 
material-saving topology due to savings in conversion 
processes and cable material [2], the simplified integration of 
renewable energy generators and storage technologies [3], and 
the elimination of compensation systems due to lower grid 
disturbances and the elimination of reactive power in the DC 
bus. Specifically, for the DC drive application, a prototype 
drive controller was powered from a DC source and the 
electrical performance curves under different control modes, 
installation and load conditions were compared with an AC 
supply. By using the braking energy in DC operation and 
eliminating the rectifier stage, the energy consumption of the 
drive controller was reduced by 12-25 % compared to an AC 
supply [1]. The great potential of the DC-based power supply 
concept is no longer a secret, which is why numerous research 
projects and organisations such as the Open Direct Current 
Alliance (ODCA) [4] are working on the introduction of DC 
grids. Due to the current lack of experience with DC 
applications, this publication proposes various switching and 
protection concepts for different safety standards and 
protection targets for the practical integration of drive 
controllers in compliance with regulations [5]. As these 
concepts require different components, the associated load-
dependent losses of the individual components have been 
measured and analysed in the application case of a multi-axis 
drive system and compared with a conventional AC-based 
design variant. The combination of the two parts of the study 
completes the efficiency comparison and supports the 
efficient planning and design of electrical drive systems, 
including protective devices and optimised control cabinet air 
conditioning design.  

 

 



II. PREVIOUS WORK: GENERATING A DC-GRID 
The electricity grid is global and transmits alternating 

current, except for some high-voltage DC grids used for long-
distance energy transportation. Industrial DC grids, as defined 
by the DC industry system concept, are typically low-voltage 
grids that can be unidirectional or bidirectional. They are often 
connected to the conventional AC grid near consumer 
systems. The connection can be made either directly to the 
local transformer or to a decentralized AC sub-distribution, 
which is often referred to as a hybrid grid. To generate the DC 
grid, rectifiers such as active infeed modules are installed. 
These require upstream components for grid filtering, 
measuring instruments, as well as switching and protective 
devices for overcurrent protection, residual current protection, 
or automation. Additionally, there are DC-side switching and 
protective devices to ensure safe distribution of the DC 
voltage. The interface to the supply grid can be created in 
either earthed or isolated grid form. This can be achieved by 
not earthing the secondary side of the grid transformer, 
isolating the power electronics, or installing an additional 
isolating transformer in the hybrid grid. These variants differ 
in their components and, consequently, in their losses. 
Gutwald et al. [6] propose two realization variants for real 
hybrid DC grids for grid generation. These variants are based 
on a compliant design and all lossy components (switchgear, 
transformer and power electronics etc.) over their power range 
are shown. Fig. 1 displays one result of the efficiency analysis 
of both grid systems. 

 
Fig. 1. Efficiency Comparison of two planning variants for DC-
grids [6] 

The system only becomes truly efficient when renewable 
energies and storage and DC-based consumers, such as 
recuperative drives, are coupled directly on the DC side. The 
following chapters build on the knowledge from [6]. It is 
assumed that an AC or DC grid already exists and that only a 
switching and protection chain for drive controllers needs to 
be generated as a grid branch from the respective grid. The 
measured losses refer only to the mains branch. 

III. SWITCHING AND PROTECTION CONCEPT FOR RULE-
COMPLIANT OPERATION OF DRIVE CONTROLLERS AND 

ASSOCIATED LOAD DEPENDEND LOSSES 
A suitable switching and protection concept is necessary 

for the safe operation of electrical motor controllers. The 
following regulations outline requirements for planning and 
operating electrical systems in compliance with regulations. 

TABLE I.  SELECTION OF MOST RELEVANT REGULATIONS FOR SAFE 
ELECTRICAL GRID INTEGRATION OF MOTOR CONTROLLERS 

Planning aspect Regulation 
Safety of electrical machinery  IEC 60204-1 [7] 
Safe electrical installation in buildings IEC 60364 [8] 
Protection against electric shock IEC 61140 [9] 
Choose of equipment for testing, measuring 
or monitoring of protective measures 

IEC 61557 [10] 

Electromagnetic Compatibility requirements 
and testing for adjustable speed electrical 
power drive systems 

IEC 61800-3 [11] 

Protection against lightning IEC 62305 [12] 
Functional safety IEC 61508 [13],  

ISO 13849 [14] 
Mechanical design and suitable thermal 
management in the control cabinet

IEC 61439 [15],  
IEC 60890 [16] 

Recuperative drives may be classified as 
generation systems 

Regional technical 
connection rules for 
LV-grid connection, 
VDE-AR-N 4105 [17] 
(especially Germany) 

The required switching and protective devices vary 
depending on the grid type and protection objective. The 
proposed circuit diagrams integrate multiple drives into a 
single branch of an AC or DC network. The visible 
components primarily protect against electric shock, but their 
individual wiring causes losses that can affect the supply 
concept's efficiency. [6]. The protection concepts listed for 
drive controllers and the efficiency comparison provide 
developers, electrical designers, and commissioning engineers 
with decision-making and design aids for system planning. It 
is assumed that the drive controller is located decentral on the 
electrical machine and provides output-side protection 
(standard case). The type of machine, whether DC or more 
common AC machines as in chapter 2, does not affect the 
application of these concepts. The components in the 
examples are tested using practical and market-available 
applications. 

The power loss of the switching and protection 
components in each planning variant was calculated by 
connecting their associated losses individually via separate 
current sources. The equipment's power loss can be 
determined by combining the current flow with the associated 
voltage drop. To achieve this, the voltage drop was directly 
measured at the component's terminals using a voltage-correct 
circuit. The non-resettable overcurrent protection devices 
were tested up to their rated current, while all other equipment 
was tested beyond its rated operating current. The data was 
recorded with fine resolution in 0.1 A increments. 

A. AC supplied controllers (TN-C-S grid) 
In Fig. 2, different assemblies provide protection against 

electric shock. Circuit breakers act as overcurrent protection 
devices, selectively protecting against overloads and short 
circuits in branch circuits. A slower-tripping upstream fuse 
switch-disconnector can also turn off higher short-circuit 
currents in the overall system and protect the main line. For 
extended protection of final circuits, it is optional, but 
recommended to use an universal current sensitive RCCB that 
meets the requirements of IEC 61008-1 [18] and IEC 62423 
[19]. The RCCB should have a rated differential residual 
current of maximum 30 mA for personal protection. In cases 
where this is not feasible due to false tripping by filter currents 
of the drive controllers against protective earth, 300 mA 
RCCBs are often used to ensure at least the requirements for 
object and fire protection. Individual RCCBs protect the 
feeders to ensure high system availability. Modular residual 
current devices with residual current transformers or 
protection transformers were not considered for the AC-based 
system due to their increased expense and lower frequency of 
use. Automated connection of individual circuits is possible 
via contactors, such as safety relays or PLCs.  



 
Fig. 2. Possible circuit design for AC supplied controller in TN-C-S grid 

The circuit diagram specifies the individual equipment using 
real components and shows their corresponding losses in 
Fig. 3 and Fig. 4 based on their operating current. The 
measurement setup includes a power circuit breaker as -F with 
an adjustable rated current from 70 to 80 A and a residual 
current device -QF1 with 4 poles, a 40 A rated operating 
current, a 300 mA rated differential residual current, and a 
type B characteristic. QS1 is an AC contactor rated for 32 A 
current with a corresponding coil connection. It is 
accompanied by a three-pole miniature circuit breaker with B 
characteristic, also rated for 32 A current. This means that a 
single mains feeder is sufficient and arranged selectively in 
relation to the upstream power circuit breaker. The equipment 
is always shown with an all-pole load.  

 
Fig. 3. Current dependent losses of AC power circuit breaker  

 
Fig. 4. Current dependent losses of different components of AC branch 

 

The components of the load circuit show a resistive power 
loss curve pv. 

𝑝𝑝𝑣𝑣(𝑖𝑖) = 𝑖𝑖² ∙ 𝑅𝑅     (1) 

The control circuit for this contactor is only formed by the 
control coil, which requires a constant holding current for the 
solenoid coil during operation. 

Fig. 5 shows the combination of switching and protection 
components for one active drive. Fig. 6 refers to two active 
drives. Up to 64 A flow via -F and the current is divided 
equally between the two drive paths. 

 
Fig. 5. Total losses of switching and protection components for one active 
drive at AC-grid 

 
Fig. 6. Total losses of switching and protection components for two active 
drives at AC-grid  

B. DC supplied controllers (DC-TN grid) 
Equivalent to Fig. 2, the earthed DC system (DC-TN) has 

overcurrent protection devices in the main circuit and 
individual ones in the branch circuits of the individual drives. 
In the simple earthed network configuration form, two-pole 
protection is necessary [2]. To ensure selectivity, a standard 
slow-blow fuse was chosen as the main fuse, and fast-acting 
semiconductor fuses with gS characteristics were selected for 
semiconductor protection to safeguard the DC link electronics 
in the drive controllers. The selection and combination of 
overcurrent protection devices in the DC grid can be complex 
[20]. Fast switch-off time is crucial due to the absence of zero 
crossing in the DC system, which increases the risk of arcing 
[21, 22]. Additionally, a low impedance and a robust network 
are necessary to ensure quick fuse tripping. Achieving 
selectivity with upstream protective devices is also 
challenging. Intelligent semiconductor switches (SSCB) and 

 

 

 

 

 



hybrid switches with configurable characteristics are being 
developed for research and development. These switches can 
take over additional functions of other components in the 
overall system. [6, 23, 24]  

High charging currents i occur when the mains feeders are 
switched on via bidirectional DC contactors due to the DC link 
capacitances in the drive controllers.  

𝑖𝑖(𝑡𝑡) = 𝐶𝐶 ∙ 𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

    (2) 

The high precharge current can damage the electronics and 
reduce the service life of the DC link capacitances of the drive 
controllers. Additionally, it can place a load on the power 
electronics feeding the DC network and trigger fast 
overcurrent protection devices. To limit the charging current, 
there are various functional principles for precharging, such as 
simple resistance precharging or electronic precharging 
circuits, in which the precharging time can be set depending 
on the capacity. Fig. 7 shows the possible circuit design with 
components currently available on the market. 

 
Fig. 7. Possible circuit design in DC-TN grid 

The main fuse, designated as -F, is covered by a miniature 
circuit breaker with a 63 A rated current in C-characteristics. 
To achieve a high dielectric strength of up to 880 V, two poles 
for the positive conductor (DCP) and two poles for the 
negative conductor (DCN) are connected in series. The 
semiconductor fuses are designed for a 32 A rated current. The 
32 A rated current two-pole contactor is designed 
bidirectionally for recuperative drives, similar to all other DC 
equipment. It is supplied via a 24 VDC control circuit and can 
integrate tasks of the precharging unit if necessary. The 
precharging unit operates for a maximum of 5 seconds and is 
not considered further. The results in Fig. 8 and Fig. 9 are 
consistent with the findings from chapter 3 A and reflect the 
ohmic characteristic. Accordingly, the curves in Fig. 10 and 
Fig. 11 for one and two active drives respectively also follow 
this operating behaviour. 

 
Fig. 8. Current dependent losses of DC miniature circuit breaker  

 
Fig. 9. Current dependent losses of different components of DC branch  

 
Fig. 10. Total losses of switching and protection components for one active 
drive at DC-TN grid  

 
Fig. 11. Total losses of switching and protection components for two active 
drives at DC-TN grid 

 

 

 

 

 



C. DC supplied controllers (DC-IT grid) 
In contrast to AC TN-C-S systems, DC TN systems cannot 

currently provide extended protection in accordance with IEC 
60364-4-41 [25]. To reduce the risk of electric shock due to 
earth faults, which is provided by the RCD in the AC system, 
individual AC systems and DC test systems use galvanic 
isolation in power electronics or isolating transformers 
without secondary earthing on the AC side of the system as 
explained in chapter II. Insulation monitoring equipment 
according to IEC 61557-2 [26] and IEC 61557-8 [27] ideally 
involves taking over the high-resistance earthing of the 
midpoint between the positive and negative conductor to form 
a measurement reference and maintain low insulation 
resistance to earth potential. If the measured insulation value 
falls below the required level, the system may continue to 
operate under certain circumstances, as no dangerous residual 
current can flow. However, a warning is mandatory in this 
case. Complete disconnection only occurs after the second 
fault. A highly available system uses residual current sensors 
in branch circuits and a fault localization device to identify 
faulty network branches. Relay modules associated with the 
system can open the contactor contacts of the affected circuits 
and selectively disconnect the fault. In principle, this 
combination of protective devices can also be used in AC 
systems and is only used where there are particularly high 
availability and safety requirements, because RCD circuits in 
the TN-C-S system are less expensive and complex. [28] 

For the IT network format application, a single-pole fuse 
may be used based on the switch-off conditions during an 
earth fault and the conductor cross-sections used [2]. Fig. 12 
illustrates the potential extension of the protection concept 
from chapter 3B for a DC-IT system.  

 
Fig. 12. Possible circuit design in DC-IT grid 

In this case, the load circuit is protected by a two-pole fuse 
design, which creates a similar combination of protective 
devices. Adding extra sensors increases the power 
requirement in the control circuit. In addition to the holding 
power of the control circuit from Fig. 9, the power 
requirement of the isometer, fault locator and the relay module 
is added when only one drive feeder is connected [2].  

 
Fig. 13. Power comparison of control circuits 

Due to the higher power requirement of the control circuit, 
Fig. 14 has an offset compared to Fig. 10, and Fig. 15 has an 
offset compared to Fig. 11. 

 
Fig. 14. Total losses of switching and protection components for one active 
drive at DC-IT grid 

 
Fig. 15. Total losses of switching and protection components for two active 
drives at DC-IT grid 

IV. EFFICIENCY COMPARISON OF SWITCHING AND PROTECTION 
CONCEPTS 

The switchgear components were designed for a rated 
current of 32 A for different grid integration concepts. To 
provide a comprehensive comparison of power losses, the 
power consumed by the drives should also be considered. To 
achieve this, the current i must be converted through the 

 

 

 

 



switchgear components using equations 3 and 4, along with 
the voltage, to determine the equivalent system power.  

𝑝𝑝𝐷𝐷𝐷𝐷 = 𝑉𝑉 ∙ 𝑖𝑖     (3) 

𝑝𝑝𝐴𝐴𝐴𝐴 = √3 ∙ 𝑉𝑉 ∙ 𝑖𝑖 ∙ 𝑃𝑃𝑃𝑃    (4) 

In Europe, the phase-to-phase voltages in the 3-phase 
LVAC grid are typically uniform at 400 V. However, 
industrial LVDC networks often have a voltage band that is 
influenced by characteristic-based control methods, such as 
droop controls [29]. With reference to the voltage bands of 
IEC TR 63282 [30] and the system concept of dc-industry 2 
[31], a relatively high voltage of 750 V was used for the 
performance comparison in Fig. 16 and Fig. 17. As a typical 
system voltage of an unregulated rectifier system, the system 
voltage of 560 V from the first part of this publication series 
was used as a second reference for DC grid operation. The 
figures show the current-dependent power losses of the 
switchgear components during operation in the conventional 
three-phase grid with PF=1 and PF=0.8 as well as during 
operation with the different DC grid voltages for different 
numbers of connected drives.  

 
Fig. 16. AC/DC loss comparison of switching and protection concepts for 
one active drive 

 

 
Fig. 17. AC/DC loss comparison of switching and protection concepts for 
two active drives 

V. SUMMARY AND ANALYSIS OF THE MEASUREMENT 
RESULTS 

A. Summary of the measurement results 
Since the integration of electric drives in DC grids offers 

enormous advantages, design variants of the switchgear 
components were developed according to the regulations and 
the losses were compared with conventional AC-based 
network integration. The symbols of the electrical equipment 
in the circuit diagrams were replaced by real components and 
the losses were measured over the operating range. 

In this case, the measurements show that the protection 
technology of the DC components leads to lower losses in 
most operating cases. The switchgear losses in the IT grid 
form are slightly higher for the branch in the drive controller, 
but have less influence if the power demand in the system 
increases. Considering the losses for opening the grid with an 
additional isolating transformer, which may be required, the 
TN network is significantly more efficient. 

Especially when additional reactive power is present in the 
AC grid, which is usually the case, the switching losses in the 
DC network are sometimes half as high. A higher voltage in 
the DC system also results in lower losses for the same active 
power in the load circuit, because the current flowing through 
the components is lower. In this case, a higher grid voltage 
reduces the ohmic losses of the switchgear and the line system, 
as well as the conduction losses of the semiconductors in the 
power electronics used. However, the switching losses of the 
semiconductors may be higher. Therefore, depending on the 
semiconductor technology and switching frequency used, a 
higher voltage can also lead to higher losses in the overall 
system.  

B. Critical consideration of the test results 
Overall, the losses of the switchgear components are very 

low in this analysis. However, if higher power is required, the 
exponential curve of the power loss shows the high relevance 
for efficient system design. In addition, modern prototypes 
such as electronic semiconductor switches (SSCB etc) have 
higher losses. The losses of this innovative switching 
technology are not specified in this publication due to the 
company's know-how protection. In powerful power 
distribution systems, the components generate heat losses that 
have to be dissipated via additional fans and air conditioning 
units. This air conditioning requires additional operating 
energy, which multiplies the losses. 

C. Possible applications of the study findings 
The generated grid integration concepts for electric drives 

support safe planning and commissioning. The characteristics 
generally reflect the operating behaviour of the switchgear 
components, which also supports an efficiency-optimized grid 
design. In addition, the study provides valuable knowledge for 
performance-oriented and optimized switchgear cabinet air 
conditioning and leads to economic savings in system 
planning and operation. Drive controller developers can 
consider whether relevant switching and protection functions 
of the switchgear can be integrated into the controller.  

D. Outlook 
In the associated research project DC|hyPASim, more than 

30 industrial partner companies are currently working 
together to develop a planning tool for efficient and safe 
DC-supplied production plants with renewable energy feed-

 

 



in. The resulting digital twin will be put into operation 
virtually and on the basis of a real plant that can be inspected 
on site [32]. Other use cases such as power generation, various 
energy storage, lighting, bi-directional charging stations, 
robotics, and more will also be integrated into the DC power 
architecture. These planning aids will promote knowledge 
transfer between research and the deployment of DC grids for 
CO2 neutral production [33]. 

 
Fig. 18. Selected insights of FAPS DC power distribution and production 
centre (under development) 
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Abstract— The automotive industry is undergoing a 
profound transformation, driven by the convergence of 
autonomous driving, connectivity, electrification and sustainable 
mobility. Disruptive shifts are characterized by the emergence of 
numerous new S-curves in various dimensions, signaling the 
rapid evolution of the automotive landscape towards new fields 
of value creation. This research proposes a framework to explore 
the key dimensions shaping the future of transportation, 
including powertrain efficiency, battery technology, vehicle body 
design, electrical/electronic architecture, autonomous driving, 
and infrastructure. Tesla's innovative advances in these 
dimensions exemplify the disruptive impact that is reshaping 
industry standards. 

Keywords— electric mobility, automotive value chain 
transformation, disruption, S-curve-theory, ACES 

I. INTRODUCTION 

The current transformation in the automotive value chain no 
longer affects only certain steps in the overall process such as vehicle 
production with the introduction of the Toyota Production System or 
assembly line manufacturing, but encompasses the entire value 
chain, including all upstream and downstream processes. The closest 
comparison would be the transition from horse-drawn carriages to 
the first "automobiles" at the beginning of the 20th century. 

Recent sales figures indicate that the tipping point for the 
transition to electric mobility has been passed [2]. With current 
regulatory efforts to reduce CO2 emissions, internal combustion 
engine vehicles (ICEV) are projected to account for only about 25% 
of new vehicle registrations worldwide by 2030 [4]. This shift 
underlines the inevitability of electrified transport for a more 
sustainable future. 

In addition, the advent of advanced technologies such as 
autonomous driving, advanced computing, and seamless 
connectivity is accompanied by a new era of automotive innovation 
and entertainment. The integration of Autonomous Driving, 
Connectivity, Electromobility and Sustainable Mobility (ACES) is 
disrupting traditional automotive value chains and forcing industry 
players to adapt to a rapidly evolving landscape. 

As the automotive industry grapples with these transformative 
forces, regulatory interventions and technological advances have 
spurred the entry of new players and reshaped market dynamics, in 
line with the well-known S-curve theory of transformation. 
However, with the introduction of ACES, the transformation goes 
beyond a simple transition from internal combustion engine (ICEV) 
to battery electric verhicles (BEV). We are currently observing a 
multifaceted dynamic shaping the future of transport, which requires 
a deeper and more structured investigation. 

In this context, our research entitled "Electrifying the Road: 
Disruptive Shifts in Automotive Value Creation," proposes a 
framework that defines the dimensions through which the future of 

transportation is unfolding. Drawing on the transformative journey 
of Tesla as a key disruptor in the automotive market, this study 
describes the ongoing or potential technological shifts in the 
dimensions of powertrain & efficiency, battery technology, vehicle 
body, electrical/electronic architecture, autonomous driving, and 
infrastructure. 

II. THEORETICAL BACKROUND 

Foster [6] introduced his famous S-curve model in 1986, 
depicting the typical trajectory of technological innovation. A 
technology initiates with a phase of slow performance growth, 
followed by rapid expansion, and eventually matures with limited 
improvements. Christensen [7] demonstrated that first-movers and 
entrepreneurs enjoy a clear advantage over established incumbents 
when a new product architecture emerges. He introduced the concept 
of disruptive innovation, where old companies are supplanted by 
new firms diverging from immature technological capacities. It is not 
obligatory for new firms to outperform the old firms in performance; 
rather, it suffices to surpass the old firms' market expectations in 
novel performance dimensions. 

Spencer and Kirchhoff [8] explored the connection between 
technological change and creative destruction, paying particular 
attention to the role of new technology-based firms (NTBFs). They 
outlined several advantages for NTBFs: low dependency on 
customers (as they lack an existing customer base), minimal reliance 
on past investments, absence of organizational resistance to change, 
and swift technological advancements (operating before or during 
the ascent of the S-curve). NTBFs' capability to mobilize external 
resources (such as venture capital) heightens the potential for market 
disruptions. New firms have little to lose, while incumbents risk their 
current successful strategies, which have thus far proven effective. 

As noted above, the transition within the automotive industry 
goes beyond the overarching shift from ICEVs to BEVs. This 
transition cuts across several dimensions within the industry, each 
characterized by specific technological changes and developments. 
The following chapters delve into these dimensions and provide a 
detailed exploration of the disruptive changes taking place in the 
automotive sector. These insights are derived from a comprehensive 
collection of public information and publications that describe the 
technological shifts across these dimensions. 

III. TESLAS DISRUPTIVE INFLUENCE 

Tesla's disruptive influence on the automotive industry through 
its concept of "first principle thinking" [9] is the best example of 
current trends and has given the company a significant advantage 
over established carmakers in key technologies. Tesla's 
groundbreaking advancements in electric propulsion, battery 
technology, recharging infrastructure and autonomous driving 
jointly confirm its position as a pioneer in delivering practical and 
attractive electric vehicles. 



Tesla's electric propulsion system achieves unprecedented 
acceleration from 0 to 60 mph in 2 seconds, while consuming a 
remarkably efficient 17.5 kWh per 100 km [10]. This performance 
was made possible through the pioneering use of SiC semiconductors 
in the power electronics of the electric motor, which minimize 
switching and conduction losses by operating at temperatures up to  
200°C and ensuring optimal efficiency [11]. Tesla’s battery 
technology has an impressive energy density of approximately 300 
Wh/l for a capacity of 100 kWh, and costs less than €100/kWh [12]. 
With a lifespan of up to 1.6 million kilometers, these batteries use 
cylindrical cells for durability and performance. Tesla's early 
recognition of the influence of aerodynamics has led to the 
development of vehicles with a low drag coefficient (Cw of 0.21), 
further improving energy efficiency and range. In addition, The 
charging infrastructure includes stations capable of delivering up to 
250 kW of power and spans more than 6,000 locations worldwide 
[13]. These stations feature intelligent pre-heating and are accessible 
to all vehicle brands, underscoring Tesla's commitment to making 
electric vehicles practical and convenient for everyday drivers. 

Tesla is committed to developing a Software Defined Vehicle 
(SDV) with a service-oriented architecture. This is evidenced by its 
E/E architecture, which is capable of providing continuous, 
complementary feature enhancements, including performance and 
battery capacity upgrades, through over-the-air upgrades. The 
associated E/E architecture can be executed in zones, resulting in 
reduced complexity in the form of fewer ECUs and cables [14]. The 
central 15-inch touchscreen interface then provides seamless 
integration with internet services such as Google Maps, Spotify, 
Netflix and games, as well as web conferencing and smartphone 
control. 

Since 2019, Tesla has made more than 1000 OTA features 
available to its customers, far more than any competitor in the 
automotive sector has been able to achieve [15]. Of these features, 
about 10% were directly related to Autopilot or Full Self-Driving 
(FSD). Autonomous driving will be the main application of the SDV, 
for which Tesla is developing not only its own high-performance 
computer (HPC), but also a supercomputing infrastructure to train 
the relevant control algorithms. Specialising in neural networks, 
Tesla's "Dojo" AI training tile has 1 TeraFlop of computing power 
in a 4D vector space, enabling realistic simulations and 
advancements in autonomous driving technology [16]. 

The example of Tesla also shows that these new competitors 
through ACES do not limit themselves to the fields of 
electromobility and software but also begin to disrupt car 

manufacturing itself. This is evident with the GigaPress for one-
piece frame structures, the use of stainless steel instead of paint, and 
Tesla's unboxed design philosophy. Moreover, the field of robotics 
could be a further dimension of these disruptive changes. Tesla is 
working on the Optimus-Robot here and is making fast progress. The 
aim is to achieve a CO2-neutral and cost-effective production 
process to bring electric vehicles to every market segment, such as 
entry-level or pick-up vehicles. 

In summary, Tesla's groundbreaking advances across multiple 
domains highlight its disruptive impact on automotive innovation, 
pushing boundaries and redefining industry standards in pursuit of 
sustainable mobility solutions. 

IV. ELECTRIC DRIVE & EFFICIENCY 

The electric motor is the central element in the transition to CO2-
free mobility. Both hydrogen and E-fuels powered engines have 
disadvantages in terms of fuel production and transport, as well as 
conversion and efficiency losses during combustion. 

When hydrogen is used to fuel cars, about three quarters of the 
energy is lost, mainly in processes such as electrolysis, transport, 
storage and hydrogen conversion. In contrast, with E-fuels, 87 % of 
the energy is lost, some of which is due to electrolysis, CO2 capture 
and Fischer-Tropsch synthesis, while the rest is due to poor engine 
efficiency (Fig. 1) [17]. As a result, all the relevant NTBFs in 
automotive Industry rely on electric drives. 

At the forefront of propulsion innovation is the motor itself, 
where axial flux motors are currently making fascinating advances. 
The German Start-Up Deepdrive, for example, stands out with its 
twin rotor motor, which boasts a 50cm diameter, 2,400Nm torque 
and 250kW peak power, all at a remarkable 97% efficiency and a 
weight of just 37kg, yielding an outstanding power density of 
7kW/kg [18]. Similarly, the YASA axial flux motor has a diameter 
of 37 cm, a torque of 790 Nm and a peak power of 200 kW, with an 
efficiency of over 95% and a power density of over 5 kW/kg [19]. 
These innovations highlight that there is even a transformative 
potential in the field of electric drive systems itself. 

Regarding the efficiency of electric vehicles, a huge aspect to 
consider is the optimization of aerodynamics. The comparison of the 
energy consumption in ICEV and BEV cars shows that with a speed 
of constant 120 km/h a BEV needs approximately 20 kWh of energy, 
whereas an ICEV would need 6 liters of Diesel, which contain 60 
kWh of energy (Fig. 2). Since rolling and aerodynamic resistance are 
nearly the same, the big difference lies in the suboptimal efficiency 

Fig. 1   Comparison of BEV, FCEV and E-Fuels based on [1, 3, 5] 



of the engine. As a result, the impact of aerodynamics on the overall 
energy consumption is much higher for the BEV. 

This results in a number of design changes for electric vehicles, 
such as closed wheel rims, streamlined body shapes and rear spoiler 
edges. In addition, recessed door handles, exterior mirror cameras 
and covered rear wheels improve aerodynamics. More drastic 
measures such as "platooning" could also be considered to reduce the 
drag of electric vehicles. This shows, that even in the field, where 
most of the NTBFs worked on the longest time, there is still potential 
for disruptive shifts in the value creation. 

V. BATTERY 

The battery itself, of course, plays a crucial role in the transition 
to battery-powered electric mobility. The practicality of vehicles is 
directly linked to the charging speed and capacity of the battery. New 
battery design concepts have a direct impact on manufacturing 
processes and value creation in the sector. 

The potential within-cell chemistry holds the promise of 
doubling energy densities and reducing dependence on scarce raw 

materials. A roadmap outlining innovations in battery chemistry will 
catalyze transformative advances in the field. Traditional lithium-ion 
batteries are ready for evolution, with a shift towards higher nickel 
content in the cathode, promising higher energy density and 
improved performance. This evolution is particularly relevant for 
mainstream electric vehicles seeking greater range and efficiency. At 
the same time, research into sodium-ion chemistry is emerging as a 
low-cost alternative suitable for smaller, budget-friendly vehicles, 
taking advantage of abundant resources and lower production costs. 
In addition, disruptive advances such as solid-state battery 
technologies and lithium-sulphur cathode materials offer 
transformative potential, heralding safer, higher energy-density 
battery options for electric mobility. By charting a course that 
embraces both evolutionary and disruptive technologies, the 
Roadmap lays the foundation for a diverse and sustainable future for 
electric mobility (Fig. 3) [20–22]. 

Cell-to-x technologies are instrumental in streamlining 
production processes and significantly reducing the footprint 
required, marking a significant leap forward in battery technology. 
The use of cell-to-pack and cell-to-x assembly techniques offers the 
potential to double energy densities, paving the way for improved 
performance and efficiency (Fig. 4) [23]. 

Reducing the weight of the battery while maintaining all other 
performance parameters increases the efficiency of the total material 
used. The biggest levers to reduce weight are increased integration 
from cell to system level and improved cell designs. Conventional 
battery packs are made up of battery modules and the battery cells 
within them. New system architecture approaches skip the module 
level and integrate the cells directly into the pack.  Examples include 
BYD Han and CATL Qilin. In terms of sustainability, one parameter 
for comparison is the gravimetric and volumetric efficiency of the 
different architectures. There is always a loss of gravimetric and 
volumetric energy from cell level to pack level due to additional 
system level components. Cell-to-pack approaches have the 
advantage of requiring fewer components, such as the module 
enclosure, resulting in better overall efficiency. “Fig. 4” shows a 
comparison between different vehicles. It is clear that there is a 
significant increase in efficiency. In addition to cell-to-pack 
approaches, there are other architectures where the conventional 
design is adapted to more structural integrations in the vehicles, for 
example cell-to-chassis approach, where even higher efficiencies are 
possible. 

Fig. 2.   Comparison of energy efficiency 

Fig. 3.   Roadmap to innovations in battery chemistry based on [20-22] 



These advances underscore significant developments in battery 
technology and suggest that further ground-breaking technological 
leaps are possible, potentially revolutionizing electric mobility and 
energy storage systems. 

VI. BODY 

The disruptive developments triggered by Tesla's foray and the 
involvement of other companies in the automotive market are not 
limited to components and processes directly related to 
electromobility, such as propulsion systems and battery technology. 
They are increasingly penetrating the realm of traditional automotive 
manufacturing, including stamping, body-in-white, painting and 
assembly. Two notable innovations, the Gigapress and the Unboxed 
design, epitomise this transformative trend. 

The Gigapress represents a paradigm shift in aluminium die 
casting for large structural frames, eliminating the need for numerous 
individual plates and the associated tooling and joining processes. In 
the Tesla Model Y, for example, the Gigapress innovation has 
streamlined production by reducing the number of parts (Fig. 5) [24], 
welds and overall costs. Major OEMs such as VW, Toyota, Geely, 
Xpeng, Zeekr and Polestar are exploring similar avenues, although 
questions remain about tool life, maintenance and repairability [25]. 

Conversely, the Unboxed concept challenges the traditional 
assembly line model that has prevailed since the era of Ford's Model 
T. Here, front and rear subassemblies are attached to existing large 
castings, followed by the attachment of painted side body assemblies 
and the integration of chassis, suspension and battery components  
[26]. The process is based on using the gigacastings and the battery 
as a structural component (Fig. 6) in the car design. 

Based on the assumption that 1/3 of the working time,  no value 
is added in the car assembly process, the Unboxed approach 
promises significant efficiency gains, including not only reduced 
assembly time, but also a 40% reduction in floor space and line 
length, serving as the cornerstone for significant cost reduction in 
Tesla's next generation vehicle [26]. 

 

 
Fig. 6.   Inserting the structural battery [26] 

In addition, the dynamic development of autonomous humanoid 
robotics technology by companies such as Boston Dynamics [27], 
Agility Robotics [28], EngineeredArts [29]  and Fourier Intelligence-
Robotics [30], as well as Tesla's introduction of the Optimus-Robot, 
has the potential to further revolutionize automotive assembly 
processes [31]. 

Fig. 4.   Potentials though Cell-to-Pack-Technologies [23]   

Fig. 5.   Comparison between Model 3 with 171 and Model Y only 2 parts in front and rear body [24]   



These developments show that new disruptive competitors are 
capable of posing disruptive challenges to traditional carmakers, 
even in their core process - car production. 

VII. E/E ARCHITECTURE 

The E/E architecture plays a crucial role in the future vehicle 
architecture. This is not so much about the high-voltage network, 
which is clearly moving towards 800V or even higher, but more 
about the low-voltage signal and power distribution. The concepts of 
zonal architecture and Software Defined Vehicles (SDV) are central 
to this [32]. 

 
Fig. 7.   Different E/E-architectures [33] 

While E/E architecture has traditionally focused on ensuring 
signal and power distribution for individual functions, future SDVs 
may feature a service-oriented architecture where flexible hardware 
enables diverse software functions. The key driver for the future E/E 
architecture is the transition to Software Defined Vehicles [34]. 

The current focus is on over-the-air updates and new features for 
autonomous driving. Other services include facial recognition, 
infotainment, navigation, optimisation of hardware controls, 
predictive maintenance, targeted recalls, customised vehicle profiles 
and data-driven services. Tesla alone has introduced more than 1,000 
new features since 2019 [15]. 

Further centralization of the E/E architecture leads to 
increasingly powerful central computers (Fig. 7). This trend 
underlines the shift towards software-centric vehicle designs, where 
hardware becomes more flexible and adaptable to accommodate a 
wide range of software functions [35]. As the automotive industry 
moves towards more software-defined vehicles, the E/E architecture 
will continue to evolve to support the integration of advanced 
features and services, ultimately shaping the future of mobility. 

 
Fig. 8.   Comparison of in-Car-Processors based on [36] 

VIII. AUTONOMOUS DRIVING 

The key innovation in the current disruption of the automotive 
value chain is autonomous driving. This is where the future 
competition will take place, and Tesla is leading the way. 

While there is a lot of discussion about the use of LiDAR and 
other sensors, the critical part of the system is a data pipeline from 
video cameras to a powerful ADAS (Advanced Driver Assistance 
Systems) computer with the appropriate models for environmental 
segmentation and route planning. Tesla has already incorporated 
camera-based autonomous driving into every car sold today, leading 
to entirely new supercomputer technologies for the training of AI 
models [31]. 

While established car manufacturers are trying to develop their 
operating systems, Tesla has set out to create a supercomputer for 
autonomous driving, because the data pre-processing pipeline and 
the infrastructure for training the models are crucial for autonomous 
driving. Training the neural networks that underpin autonomous 
driving on the huge, mostly multimodal data sets requires immense 
GPU computing power, which is becoming an increasingly 
important competitive factor.  

 

Tesla's Dojo AI Training Tile contains 354 custom-designed D1 
chips with impressive specifications, including a 7nm structural 
pitch, a 645mm² footprint, a 2GHz clock cycle and 362 Teraflops of 
processing power [31]. Each Dojo cabinet contains 12 training tiles 
and 10 cabinets together are called an ExaPOD with over one exaflop 
of processing power (Fig. 9), which is on a par with the 2022 Frontier 
Supercomputer at Oak Ridge National Laboratory (Fig. 10) [37]. 

 
Fig. 10.   Comparison of computing power based on [37] 

Fig. 9.   Teslas AI Training infrastructure based on [31] 



Accordingly, the computer architectures needed to handle 
massive training data are leading to new supercomputers. With 
Tesla's announcement to build seven ExaPODs in Palo Alto, it will 
have the most powerful supercomputer in the world. Morgan 
Stanley's forecast of Tesla's market value in September 2023 has 
increased by $500 billion (+60%) as a result of these advances [38]. 

IX. INFRASTRUCTURE 

Another crucial aspect of the transition to electric mobility is the 
charging infrastructure. The practicality of electric vehicles depends 
directly on the ease with which the battery can be recharged. So-
called "range anxiety" [39] would be reduced if it were possible to 
recharge the battery for about 500 km in about 15 minutes. 

By 2030, it is expected that half of all BEVs will support 
charging rates in excess of 350 kW [40]. According to WLTC energy 
consumption figures, the average compact BEV consumes 
approximately 0,155 kWh/km, including charging losses and non-
propulsion energy [41]. With charging speeds of more than 37 km 
per minute, more than 560 km can be recharged in just 15 minutes. 
These advances underscore the rapid evolution of the electric vehicle 
infrastructure and promise significant advances in the range and 
usability of electric vehicles in the near future. 

 

 
Fig. 11.   Forecast in DC charging capability and power [40] 

The electrification of the roads themselves is expected to provide 
an additional boost to the transition to electromobility. It focuses 
improvements in the limited vehicle range, high vehicle and battery 
costs, and inconvenient charging processes. These challenges are 
even more relevant, when it comes to electrified trucks. Inductive 
energy transfer, using resonant coupling via high-frequency 
magnetic fields, shows promise in facilitating energy transfer during 
vehicle operation. Its advantages have been demonstrated on various 
test tracks worldwide across different scenarios. Integrating 
additional sensors into roads could enable autonomous and highly 
efficient driving [42].  

Inductive energy transfer involves dynamic inductive charging, 
incorporating components like accumulator electronics, primary and 

secondary coils, and an inverter. The primary coil, driven by an 
inverter connected to the energy source, couples magnetically with 
the secondary coil on the vehicle, transferring energy (Fig. 12). 
Efficiency depends on factors like coil size, air gap, magnetic field 
quality and strength, coil environment, and ohmic resistance. 
Efficiency is determined by the coupling factor (k) and quality 
factors (Q1, Q2) of the coils [43, 44].  

 
Fig. 12.   Structure of dynamic inductive charging [43] 

X. CONCLUSION 

The comprehensive analysis presented here reveals the multi-
dimensional landscape of the ongoing disruption within the 
automotive value chain. The dimensions identified - covering 
powertrain & efficiency, battery technology, body, 
electrical/electronic architecture, autonomous driving and 
infrastructure - provide a robust framework for further exploration of 
the current disruption in the automotive sector. 

The rapid emergence of numerous new competitors, untethered 
to traditional customer bases, investors, organizational structures and 
value chains, is accelerating the challenge for established OEMs. 
While the precise trajectory of future developments remains 
uncertain, it is clear that many of the current changes are irreversible 
and will fundamentally reshape the automotive value chain. The 
Tesla case study illustrates the transformative potential of disruptive 
innovation, challenging industry incumbents to rethink their 
strategies and adopt new approaches to remain competitive. 

Building on the foundations laid by the identified dimensions, 
automotive industry must develop strategies tailored to the 
challenges and opportunities presented by the ongoing technological 
shifts. Embracing electrification, autonomous driving, seamless 
connectivity and sustainable mobility practices will be key to 
shaping the future of transport. 

In conclusion, the dimensions identified not only provide a lens 
through which to understand the current disruptions, but also serve 
as a roadmap for creating strategic initiatives that position the 
automotive industry for success in the era of transformative change. 
Embracing innovation, collaboration and agility will be key to 
charting a course towards a more resilient and prosperous future for 
automotive value. 
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Abstract—Automated Optical Inspection (AOI) is still one of 
the major tools for the quality control of solder joints; especially, 
if the requirements for the solder joints’ mechanical and 
electrical properties are high. This is the case for products in the 
automotive sector, e.g. air bags or brake systems. Conventional 
test routines are time-consuming to define and not flexible 
regarding quality limits and lead to a high amount of manual re-
inspection. Thus, Artificial Intelligence offers the potential to 
address these disadvantages. Artificial Intelligence, on the other 
hand, suffers from highly imbalanced datasets resulting from 
the low amount of defects on solder joint level. One possibility 
to face this challenge is the utilization of synthetic data. This 
work compares different methods to generate data using both 
conventional data augmentation and deep generative models as 
well as virtual world rendering in order to enhance dataset 
quality in general. These are applied to an industrial dataset of 
THT solder joints. All tested approaches lead to an 
improvement in model quality. The best results are achieved 
with synthetic images from a Generative Adversarial Network, 
relatively increasing performance by around 6 % while 
minimizing error slip. 

Keywords— Synthetic Data, Artificial Intelligence, Automated 
Optical Inspection, Electronics Production 

I. MOTIVATION AND RESEARCH GOAL 
Despite the increasing popularity of SMT, the proportion 

of Through Hole Technology (THT) solder joints in electronic 
assemblies is still not negligible. This applies in particular to 
applications that place high mechanical, thermal, and 
electrical demands on the solder joint, as is the case in the 
automotive sector [1]. The use of automatic optical inspection 
for quality control is not as mature for THT solder joints as it 
is for Surface Mount Technology (SMT) solder joints [2]. 

Furthermore, some important properties such as solder rise 
cannot be inspected with a conventional Automated Optical 
Inspection (AOI) camera system. Nevertheless, AOI for THT 
solder joints offers a fast and consistent way to identify critical 
positioning and angle of the pin, surface of the solder as well 
as shape of the meniscus and others [3, 4]. An exemplary AOI 
image of a THT solder joint, used in this work, as well as a 
schematic can be seen in Figure 1. The image can differ 
significantly for both AOI systems and THT components. 

  
Fig. 1. AOI image of a THT solder joint (left) and scheme with important 
features for the quality control (right) 

In order to improve the AOI test routines, which are still 
time-consuming to create and modify manually, research is 
being carried out into the use of Artificial Intelligence (AI) to 
classify THT solder joints. Although there are approaches to 
replace the complete test routine, the solution presented in this 
paper aims to reduce the proportion of false calls/pseudo 
errors (false positives) and, at the same time, avoid error slips 
(false negatives) [3–6]. To achieve this, different AI 
approaches can be pursued, which are discussed in section II. 
Nevertheless, all these approaches suffer in both, training and 
testing from the highly imbalanced dataset, which is a result 
of the good process quality. Even if data distribution is not 
generalizable for different production lines, products, and 



components, the ratio of false calls to real defects can be 100 
to 1 or even higher [4]. Thus, synthetic data offer the potential 
to improve data-driven quality control in multiple ways. On 
the one hand, it can balance a large training dataset by adding 
defects (images of the minority class). On the other hand, the 
dataset can be enlarged if there are not enough images, e.g. for 
new products or components.  

This work investigates multiple ways to augment and 
generate data to enhance model performance for the 
classification of THT solder joints from an industrial dataset 
in the automotive sector. Generating high-quality synthetic 
data is time-consuming and manifold [7–9]. It is therefore 
crucial to select a suitable algorithm. 

II. STATE OF THE ART 

A. Classification of Solder Joint Images 
AOI systems with conventional image processing and 

analysis are still state of the art for solder joint classification, 
independently of the process technology (e.g. SMT, THT, 
laser soldering) [3, 10, 11]. 

1)  Conventional Automated Optical Inspection: There 
are two main approaches for conventional automated test 
routines of solder joints, golden image control and rule-based 
control. Basically, the golden image approach compares the 
image of the investigated solder joint to the image of an ideal 
solder joint, whereas the rule-based approach sets limits for 
certain features, e.g. position and shape of the solder 
meniscus. Therefore conventional image processing tools 
such as color distribution, blob, and edge detection are used 
[12]. 

Due to the high requirements in many industry sectors, 
such as automotive, the limits are quite harsh, to prevent error 
slip but increase false calls significantly as a result. Thus, a 
manual re-inspection is conducted afterwards to reduce false 
calls.  

2) Data-driven Image Classification in Electronics 
Production: The focus of research lies in using Deep Learning 
models such as Convolutional Neural Networks (CNN) for 
binary classification [3, 4, 6], Anomaly Detectors, and also 
model ensembles [10] to classify image data of solder joints 
in electronics production. These approaches address both, a 
combined solution of conventional test routine and an AI 
model for reducing false calls as well as a sole model for 
differentiation of good and bad solder joints. 

Metzner et al. conducted a study for quality control of 
THT solder joints in a specific electronic module, reaching a 
recall of 100 % and reducing the pseudo error rate from 
4.19 % with a rule-based algorithm to 0.93 % with the AI-
based approach on a PCB level. In this study, a VGG16 CNN 
was trained separately for different components such as 
resistors and capacitors. Despite the lower component variety 
and image variation in this investigation, the study 
demonstrates the potential achievable with a well-curated 
database [4]. Fonseka et al. present a solution to localize the 
THT component lead as a prerequisite for a complete AI-
based solution in [5]. Consequently, they investigate the 
identification of defects using different approaches, such as 
unsupervised machine learning with k-means, image 
segmentation as well as conventional algorithms [13]. 

In [3] a multi-stage approach, combined with a clustering 
using a k-means algorithm and separate CNN for each cluster 
is showcased, reducing false calls by up to 50 % without 

additional error slip. Furthermore, the feasibility of including 
synthetic data in the classification process of THT solder 
joints is presented in [2].  

In [11] an approach is demonstrated using tabular data 
which are the output of the AOI software to classify SMT 
solder joints. Nevertheless, this process is limited to the 
information that can be extracted by the software itself and 
may not include all relevant features as the raw image does.  

B. Synthetic Image Data 
Various levels of complexity can be pursued in the 

generation of image data. When synthesizing a specific class, 
as discussed here with defective solder joints, it is crucial not 
only to produce image data of sufficient quality but also to 
avoid representing the wrong class (pseudo-errors / good 
solder joints). This can be achieved, for instance, by varying 
the angle. The following sections introduce simple methods 
for generating and manipulating image data, as well as the 
synthesis of image data using Variational Autoencoder (VAE) 
Generative Adversarial Networks (GANs).  

1) Conventional Image Augmentation: The simplest 
approach to artificially enlarge the size of a training dataset 
and address class imbalance is known as oversampling. This 
method involves replicating existing images and adding them 
to the training dataset. While traditional oversampling leaves 
the images unchanged, basic augmentation can also be 
applied to make the dataset more diverse. The most common 
operations include geometric transformations, color 
transformations, cropping, and kernel filtering. Geometric 
transformations typically involve random mirroring, rotating, 
shifting, or scaling. Color transformations apply variations to 
the color space of an image [14].  

2) Deep Generative Modelling: In the following 
subsection the VAE and GAN are described. 

a) Variational Autoencoder: An autoencoder (AE) is a 
deep learning model trained to reconstruct its original input 
as the output of the network. This involves two separate 
neural networks: an encoder and a decoder [15]. The 
schematic of a AE is shown in Fig. 2. The original input, in 
this case, the image of a solder joint, is fed into the encoder 
network, which consists of a standard feedforward network 
that progressively reduces the dimensionality of the original 
input to a smaller hidden layer to obtain a latent 
representation. The latent space encodes characteristic 
features extracted from the original input. The decoder 
network then maps this latent vector back to the data space, 
i.e., the pixels of an image, in a similar but mirrored process 
[16]. Training is conducted by minimizing the reconstruction 
loss, which measures the differences between the original 
inputs and the corresponding outputs from the decoder. Once 
training is completed, completely random latent codes can be 
defined and be transformed by the decoder network for 
generating synthetic samples. A significant enhancement of 
the representational capability of traditional Autoencoders is 
achieved through VAEs [8, 16]. VAEs typically assume a 
Gaussian distribution for the latent code and attempt to 
determine the parameters of this distribution [15]. This allows 
for random samples to be drawn from the latent space to 
generate new, unseen images that resemble those in the 
training dataset. The main advantages of VAEs are their 



stable training properties and the ability to control output 
images through inference over latent variables [8]. However, 
VAEs suffer from the stochastic nature of the sampling 
process, i.e., the assumption that the data follow a single 
Gaussian distribution [17].

There are multiple types of VAE with different advantages 
and disadvantages. Besides the basic VAE, both the Deep 
Feature Consistent VAE as well as the Introspective VAE
increase the photo realism [18, 19].

Fig. 2. Schematic structure of a Variational Autoencoder (VAE) for image 
reconstruction to generate synthetic data, modified from [8]

b) Generative Adversarial Network: One method to 
overcome the blurriness of generated images is the use of 
GANs instead of VAEs [20]. Currently, GANs are the most 
promising type of generative models for use in synthetic 
image augmentation [21]. GANs implicitly learn from the 
true data distribution without needing an explicit form of the 
true distribution [22]. Fig. 3 illustrates a schematic of the 
standard GAN architecture. The generator network takes a 
stochastic noise vector from the latent space as input (latent 
vector) and maps it onto the data space, i.e. the image pixels. 
During training, the images synthesized by the generator, 
along with real images from the training dataset, are fed to 
the discriminator as input. The discriminator is a 
classification network trained to differentiate between real 
image examples and patterns synthesized by the generator 
network. Both the generator and discriminator are trained 
simultaneously as they attempt to outperform each other. 
Thus, the generator learns to produce increasingly realistic 
examples, while the discriminator learns to better distinguish 
between real and synthesized images. The generator never 
has access to the actual training images. Therefore, the 
generator network learns only through feedback from the 
discriminator, thereby modeling the data's probability 
function implicitly. The training concludes once a Nash 
equilibrium is achieved. It is empirically known that GANs 
yield the best results among all generative models in terms of 
image resolution and photorealism [16, 23]. However, in 
contrast to VAEs, GANs are challenging to train, the training 
process can be unstable, and convergence may fail. The 
success of GAN training heavily depends on the number and 
diversity of images in the training dataset. Training a GAN 
typically requires approximately 105 to 106 training images
[9], which presents a challenge given the available number of 
defect images. Karras et al. introduce the concept of adaptive 
discriminator augmentation in [9] as an approach to prevent 
discriminator overfitting while ensuring that no 
augmentations affect the generated images. With this method, 
results comparable to state-of-the-art are achieved using only 
a few thousand images for training.

Fig. 3. Schematic representation of the training process of a Generative 
Adversarial Network (GAN), modified from [16]

Similar to VAEs, there are multiple variations of GAN for 
image generation. Trevisan de Soza et al. give a brief
overview of different architectures in [7]. The StyleGAN, its 
newer versions (StyleGAN2 and StyleGAN3) as well as 
modifications (e.g. StyleGAN2-ADA, StyleGAN-XL) use a 
mapping network to ensure disentanglement, style mixing,
and others. Newer versions include different methods for 
regularization or removing progressive growing [7, 9, 24–
26].

The Self-Attention GAN (SAGAN) uses self-attention 
mechanisms to allow a multi-modal image synthesis which is 
especially helpful if objects have to be generated from 
multiple perspectives [27]. This advantage is nullified in the 
presented use case due to the fixed camera in the AOI system.
The BigGAN [28] is based on the SAGAN architecture. It is 
more robust and benefits more from scaling up for fidelity 
and a variety of generated samples.

3) Virtual World Image Rendering: To provide new 
information for augmenting training datasets, synthetic 
images can be rendered from virtual environments using 
CAD tools, video game engines, and other graphics 
computation tools [29]. CAD software creates 3D models, 
usually encoded as polygon meshes. Rendering is required to 
convert these meshes into 2D images, which can vary in 
detail from wire-frame representations to photorealistic 
textures. Using synthetic images from CAD models for 
training ML models has been shown to be effective in various 
Computer Vision tasks such as object detection, 
classification, and viewpoint estimation [30, 31]. This 
approach is particularly advantageous in manufacturing 
because CAD models are often readily available and can 
provide precise ground truth labels, which may be different 
from Deep Generative Models.  The level of detail in 3D 
models significantly affects model performance, with higher 
photorealism yielding better results [31].

Furthermore, recent advances in computer graphics have
enabled video game engines to generate high-quality 
synthetic datasets. Tools like Blender, Unity3D, and others 
can create photorealistic artificial scenes, often using 
imported CAD models. These synthetic datasets are 
increasingly used as substitutes for real data in applications 
such as video surveillance, autonomous driving, and robot 
pose estimation. The integration of CAD models into game 
engines enhances the photorealism and utility of synthetic 
data. Game engines are now pivotal in manufacturing, with 
companies like Unity Technologies developing to simulate 
production environments [32, 33].  
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III. BASE DATASET AND MODEL SET UP 
The industrial dataset of THT solder joints of electronic 

assemblies in the automotive sector is used for the 
experiments and modeling in this research work. The dataset 
includes around 200,000 images in total, taken with the AOI 
System PowerVision of the company SEHO, and classified 
as defects by the conventional test routine. The dataset 
includes 4,767 images which are real defects and not 
identified as false calls from the operator. From this dataset, 
a subset of 20,000 images of false calls and up to 800 images 
of real defects are taken for the training of both, classification 
and image creation via Deep Learning, including defects and 
false calls of the solder joint pin.  The defect images are 
oversampled to reach an even distribution in the training 
dataset. The test dataset consists of 5,000 non-defective 
solder joint images and 100 defects. All images are resized to 
256x256 pixels, the red and blue channels are normalized, 
and the green channel is set to zero since it only contains 
software artifacts. No oversampling is carried out for the test 
dataset to mimic the real data distribution in an industrial 
context. 

For the classification of the images a CNN with a 
ResNet18 architecture is used. Only the optimized 
parameters of the network are listed in the following. The loss 
is calculated using the Binary Cross Entropy Loss function.  
The applied optimization algorithm is an Adam optimizer 
with a learning rate of 3∙10-6. 

IV. IMAGE GENERATION 
For the generation of images, only defect images are taken 

into account. Exemplary for the GAN, a StyleGAN2 is 
trained as well as a VAE. Basic image augmentation in the 
training set includes random flipping and rotation.  

The VAE trained in this work adapts the concept as 
presented by Kingma et al. in [15], which consists only of 
fully-connected layers, but include convolutional and 
transposed convolutional layers in the Decoder Network as 
suggested in [34]. An Adam optimizer with a learning rate of 
2.5∙10-3 is used.  

Fig. 4. Sample images created by the VAE (a) and GAN (b) as well as 
manually selected similar real images (c)  

The StyeGAN2 is chosen as an architecture for the GAN 
since it offers a comparatively stable training process and 
enables the generation of high-resolution photorealistic 
images. Since the amount of defect images is significantly 
lower than the recommended amount of data in the literature 
for GAN-Training a pre-trained model on the Flickr-Faces-
HQ-dataset is used [25]. The training process is stopped after 
25,000 generated images are shown to the discriminator or if 
an equilibrium is achieved. 

Fig. 4 shows the images generated from both, VAE and 
GAN as well as manually selected real images which look 
similar. The VAE images are blurred despite the addition of 
convolutional layers as stated above. In contrast, the images 
generated by StyleGAN2 do not show this blurriness. 

V. IDENTIFACTION OF DEFECT SOLDER JOINTS 
In order to investigate the influence of the synthetic data 

on the classification model’s performance, training and 
testing are carried out without variation of the dataset, basic 
augmentation, VAE images represented by a modified vanilla 
VAE, as well as GAN images represented by a StyleGAN2. 
For the evaluation of the classification model, multiple 
metrics are taken into account, to showcase the different 
consequences of a false classification of a solder joint. It is 
necessary to reach a high recall (true positive rate), which is 
equivalent to preventing error slip by simultaneously keeping 
the fall-out rate (false positive rate) as low as possible to 
reduce pseudo errors [2].  

A. Influence of Basic Augmentation of Image Data 
First, the influence of basic augmentation on the model 

performance is investigated. As can be seen in Fig. 5 the 
augmentation (Real800_BasicAug) improves the model if 
recall has to be high. At around a recall of 0.3, the model with 
the augmented dataset is better than the unmodified dataset 
(Real800). Nevertheless, an increasing number of real defects 
has an even higher influence, which confirms that real data 
are more valuable than basic augmented one. The dataset with 
reduced real defect images (Real200) performs worse. It has 
to be taken into account that for use cases where the priority 
is on reducing false positives instead of false negatives, and 
negatives (in this case non-defect solder joints) are the 
majority data class, the data augmentation may not lead to an 
improvement.  

 
Fig. 5. Influence of basic augmentation on the training process with different 
amount of defect images on Recall and Fall-Out Rate 

(a)

(b)

(c)



B. Influence of Deep Generative Image Data on Model 
Performance 
Second, the basic augmentation is compared to the results 

from training with VAE images as well as GAN images. 
Both, the models with additional VAE and GAN image data 
surpass the performance of the basic augmentation on all 
levels of recall and fall-out rate, as can be seen in Fig. 6. In 
both cases additional synthetic 4320 defect images are added 
to the real defect images before oversampling and the 
following training process of the classifier. Although the 
GAN is able to generate more realistic looking images than 
the VAE, the classification model trained on synthetic data 
from GAN only slightly outperforms the model trained on 
data from VAE. 

 
Fig. 6. Influence of basic augmentation on the training process with different 
amount of defect images on Recall and Fall-Out Rate 

The performance of all models is summarized in Table 1, 
including the Area-Under-the-ROC-Curve (AUC) and the 
Fβ-score for β = 5.7. 

TABLE 1. Overview of Model Performance 

Classifier AUC \ a.u. F5.7 \ a.u. 
Real200 0.691 0.504 
Real800 0.738 0.521 
Real800_BasicAug 0.740 0.531 
VAE_Add4320 0.764 0.548 
GAN_Add4320 0.765 0.551 

C. Proportion of Synthetic Defects 
Another important factor is the amount of synthetic data 

which is added to the base dataset. As indicated by the basic 
data augmentation, real data may be more valuable, 
especially for a certain use case. Thus, replacing the complete 
dataset will not lead to the best possible result although the 
variety of defect images is increased significantly. The 
influence of different Fβ-score, thus taking both, recall and 
precision into account, is shown in Fig 7.  In this case, the 
baseline represents the model with no augmentation at all. 
Depending on the weight between recall and precision β can 
be varied, where a high β favors the importance of recall, 
which results in lower errors slips / false negative predictions. 
As can be seen, the improvement depends strongly on the 
weighting of false positives and false negatives to each other. 
Synthetic data favor the identification of true negatives more 
than true positives. Nevertheless, model performance can still 
be increased by 6 % for β = 5.7, which represents a reasonable 
risk of error slip. In order to reach this optimized ratio in the 
dataset multiple training iterations have to be carried out. The 
best performance for each weighting of false predictions is in 

the interval between 90 % and 100 % of synthetic defects. For 
high β a proportion of 10 % is also promising, whereas small 
proportions for low β even decrease model performance. 

 
Fig. 7. Influence of proportion of synthetic defects on model performance for 
different Fß-scores. 

VI. CONCLUSION AND OUTLOOK 
Synthetic images of defective THT solder joints added to 

the training dataset can increase model performance for 
classification tasks. Although the improvement seems only 
small the relative amount of reduced false calls can increase 
up to 5.8 %. The improvement depends on the data source. 
All approaches, conventional image augmentation as well as 
different deep generative models (VAE and GAN) improve 
the model. In total, the data created by StyleGAN2 grants the 
largest benefit, followed by the VAE and basic data 
augmentation. 

Nevertheless, including synthetic image data in the 
training process may be time-consuming and challenging. 
Furthermore, it is critical to adjust the amount of synthetic 
data in the training set, which also increases the time of the 
process. Thus, further research has to tackle these challenges 
by automating the process of optimizing the dataset 
systematically. Besides, it is necessary to investigate the 
inclusion of different types of synthetic data at the same time 
as well as the newest model version and different 
architectures as described in Section II., such as StyleGAN3, 
or high-quality virtual world rendered images. For the latter 
increased computing resources have to be taken into account 
as well, especially if the benefits of the model are analyzed in 
from an economic perspective. 
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Abstract—Increasing customer demands for lithium-ion 

batteries (LIB) and measures to meet the climate targets will require 

better batteries in terms of performance, sustainability, safety and 

product cost. Minimizing production scrap is an important factor in 

reducing manufacturing costs. Battery cell manufacturing involves 

many complex process steps. One of these is calendering, which 

takes place at the end of the electrode manufacturing process. 

Calendering is necessary to adjust the thickness of the electrode and 

therefore its density. This contributes significantly to the volumetric 

energy density of the final battery cell. Apart from not achieving the 

required target density, scrap is caused by the formation of defects. 

One such defect is longitudinal wrinkling, which can occur in 

electrodes in the areas of uncoated substrate foils. In addition to 

web tears, longitudinal wrinkles cause severe problems in the 

further processing of the electrode. Therefore, the aim of this paper 

is to analyze and compare the characteristic geometric features of 

longitudinal wrinkles formed during calendering of NMC811 and 

LFP cathodes, using a statistical experiment design. The influence 

of the varying process parameters on the previously determined 

geometric features is investigated. The process parameters density, 

temperature and web tension are varied in three levels. In addition, 

the mechanical behavior in terms of bending stiffness and strain 

during calendering is investigated. All three process parameters 

influence the geometry of the longitudinal wrinkles in a complex and 

different way. Furthermore, the material properties of the electrodes 

are changed by calendering and correlations to the geometry are 

identified. These findings provide a deeper insight into the complex 

material-process interactions. Furthermore, this work contributes 

to a better understanding of the formation of longitudinal wrinkles 

and the calendering process in general. 

Keywords—Lithium-ion Battery, Electrode Production, 

Calendering, Longitudinal Wrinkling 

I. INTRODUCTION  

The change of the energy sector from fossil energies to 
renewable energies at affordable prices is a global issue. In 
2040 renewable energy sources are predicted to have a share 
of more than 62 %, which requires a significant growth of grid 
support and especially energy storage systems. Regarding grid 
integration of renewable energies, the lithium-ion battery 
(LIB) currently is a promising solution for both low- and 
medium-range applications. [1] The manufacturing of LIBs is 
energy intensive, while most of the energy is consumed during 
coating and drying. Calendering also requires a significant 
share of energy, especially for the cathode. Furthermore, scrap 
rates of up to 40 % are still challenging in LIB cell 
manufacturing and are hence responsible for highly inefficient 
energy use and increasing costs. The largest scrap rates occur 
during coating and drying, but the calendering of the cathode 
is also associated with a significant scrap rate.[2] According 
to an expert survey the highest scrap rates in lab series occur 
during the switch-on processes, while in large-scale series 

most of the scrap is generated during operation [3]. Reducing 
scrap rates by improving the manufacturing technologies 
demands a deep understanding of the interactions between the 
machines and materials.  

Calendering is a highly important process in the battery 
cell manufacturing as it influences various electrode 
properties such as the adhesion strength of the coating on the 
substrate surface, the electronic conductivity, the porosity of 
the coating as well as the volumetric energy density [4]. 
Furthermore, Li/LFP (lithium iron phosphate) cells showed 
higher capacities at higher discharge rates for calendered LFP 
electrodes [5]. Investigations with NMC111 (lithium nickel 
manganese cobalt oxide) cathodes showed that calendering 
improves the rate capability up to a certain compaction rate. 
Nevertheless, higher compaction can lead to particle cracking 
and thus to a reduced capacity at high C-rates. [6] From the 
point of view of cell performance, an optimum electrode 
density for a high volumetric energy density must therefore be 
found with which electrodes and consequently also cells can 
still be produced. Battery electrodes are a complex material 
and there are still no standardized specifications for the 
optimal calendering of electrode materials. So far, only 
specific statements can be made about electrode compositions 
with precisely defined components that are already very well 
characterized. [7] Calendering at high line loads leads to 
unwanted defects, that increase the scrap rate [8]. An overview 
of these defects is given in [8], while their formation and 
effects were also already discussed in [7, 9–14]. One crucial 
defect that leads to web tears and process interruptions is the 
longitudinal wrinkle [15]. It is characterized by its geometry 
which is defined as height, width and distance between the tip 
of the longitudinal wrinkle and the coating edge, also referred 
to as position. The formation of the longitudinal wrinkle is 
highly influenced by the process parameters web tension, 
calendering roll temperature and the line load, which directly 
impacts the density of the electrode. The material behavior 
also depends on the process parameters and is assumed to have 
an influence on the longitudinal wrinkles. [10, 11] In [11] a 
NMC811 cathode with a symmetric uncoated substrate edge 
with a width of 30 mm was investigated, while the strains and 
the deformation were also recorded. In order to be able to 
better assess the correlations found there, another NMC811 
cathode with a wider uncoated substrate edge and a LFP 
cathode of the same format are examined in this further study 
with regard to longitudinal wrinkling, strain and bending 
stiffness. In this way, existing model concepts can be 
confirmed and also extended. The overall goal is to better 
understand the relationships between process, material 
behavior and longitudinal wrinkling. Fig. 1 shows an example 
of a longitudinal wrinkle in the investigated calendered LFP 
cathode. After passing the calendering gap, the electrode is 



moving straight forward until the deflection roller, where the 
longitudinal wrinkle forms and stabilizes. The running 
direction is defined as positive � -direction. During 
calendering, the coated part elongates, while the uncoated 
edge of the substrate remains unaffected. As a result, a large 
part of the web tension is transferred via the uncoated 
substrate. [13] Surface pressure is applied via the contact 
surfaces between the electrode and the deflection roller [11]. 

 

Fig. 1. Formation of a longitudinal wrinkle at the deflection roller in the 
uncoated substrate of the LFP cathode 

II. EXPERIMENTAL 

A. Electrode Materials  

The experiments were performed with a NMC811 and a 
LFP cathode of equal dimension. Both electrodes were 
manufactured by Enertech International, Inc. The composition 
of both electrodes is given as 10 - 20 % aluminum (substrate), 
70 - 90 % active material, < 5 % PVDF and < 10 % carbon 
black. The coating is distributed on both sides over a coating 
width of 155 mm. The electrodes have a 50 mm wide 
symmetrical uncoated substrate area. The substrate has a 
thickness of 15 µm. The densities and the areal mass loading 
of the electrodes as well as the thicknesses of the coatings in 
the uncalendered (uncal.) state are displayed in TABLE I. The 
LFP coating has a lower density and therefore a slightly lower 
areal mass loading while having a higher thickness. The 
method and equipment to measure the densities was already 
described in [9].  

TABLE I. ELECTRODE PROPERTIES 

 Density������ 

[g∙cm-3] 

Areal mass  

loading [mg∙cm-2] 

Thickness coating 

uncal. [µm] 

NMC811 2.17 41.66 191.50 

LFP 1.69 37.92 224.67 

 

B. Measurement Equipment 

All calendering experiments were performed on the 
calender GKL 500 MS (Saueressig Group), which was already 
described in [10, 11]. The geometry information of the 
longitudinal wrinkles was recorded using the LJ-V7060B 
laser triangulation sensor (Keyence Deutschland GmbH) and 
the optical 3D scanner ATOS Core 135 (Carl Zeiss GOM 
Metrology GmbH). Both sensor systems, their setup and the 
data processing were introduced in [10]. The method for 
generating the strain data with the 3D scanner was already 
shown in [9, 11]. The bending tests were performed on a 
zwicki RetroLine testing machine (ZwickRoell GmbH & Co. 
KG). The testing method was introduced in [16]. Magnified 
images of the cross-sections of both uncalendered and highly 
calendered cathodes were taken using scanning electron 
microscopy (SEM). The samples were prepared with the 
argon ion cutter EM TIC 3X (Leica Microsystems GmbH) 

while the Phenom ProX (Thermo Fisher Scientific Inc.) was 
used to generate the images.  

C. Experiment Design 

The experiment design is a face-centered central 
composite design as shown in TABLE II. It was generated 
within the software Minitab® (Minitab, LLC). TABLE III 
shows the experiment design, which consists of the three 
factors density � , web tension 	
  of the tension unit and 
temperature of the calendering rollers �, each with the three 
factor levels. The experiment design contains eight cube 
points, one center point, that is tested twice and six axial points 
which adds up to 16 experiments in total. Constant process 
parameters are the web speed of 1 m∙min-1, the web tension of 
60 N at the unwinder and of 30 N at the rewinder in order to 
prevent web tears. Where appropriate, the results are 
additionally compared with the findings from [11], where a 
NMC811 cathode with a symmetric 30 mm wide uncoated 
substrate edge was used. Where necessary, the notation 
NMC811_30 and NMC811_50 according to the uncoated 
substrate widths is used for simplification. The notation 
NMC811 without additions always corresponds to the version 
with the uncoated substrate width of 50 mm, NMC811_50. 

TABLE II. CODED EXPERIMENT DESIGN 

No. � �
 T No. � �
 T 

01 0 0 0 09 -1 -1 +1 
02 0 0 -1 10 +1 -1 +1 
03 -1 -1 -1 11 +1 +1 +1 
04 +1 -1 -1 12 -1 +1 +1 
05 +1 +1 -1 13 -1 0 0 
06 -1 +1 -1 14 +1 0 0 
07 0 -1 0 15 0 +1 0 
08 0 0 +1 16 0 0 0 

 

TABLE III. FACTOR LEVELS 

Factor -1 0 +1 

���� [g∙cm-3] 2.80 3.05 3.30 
���� [g∙cm-3] 1.98 2.11 2.23 

�
 [N] 80 95 110 
� [°C] 30 60 90 

 

The statistical evaluation was also performed in Minitab. 
For comparison, the models for the geometric features of the 
longitudinal wrinkles were calculated according to [11] using 
backward elimination with � � 0.1 for the removal of model 
terms. Analogously, the material property models were built 
using � � 0.05 . For the following sections the probability 
(�)-values are used for the assessment of the significance and 
the main effects plots with the grouped mean values for the 
height, width and distance are shown. The dependency 
between the material parameters and the process parameters is 
described by the Pearson correlation coefficient (���). It is 
always in the value range ��� ∈ � 1,1" , with ��� � 0 
indicating no linear correlation and |���| � 1 representing a 
perfect linear correlation. [19] All main effects plots of the 
following subsections show the mean values of the material 
properties and geometric features according to the factor 
levels and are separated by the three factors density �, web 
tension 	
 and temperature � . The significant linear and 
quadratic effects are indicated by a dashed line. Significant 
multiple interactions are not displayed in the main effects 
plots, but they are explained in the corresponding subsection. 



III. EFFECT OF THE MICROSTRUCTURE ON THE COMPACTION 

In the following, the microstructure of the investigated 
cathodes is presented and correlated to the compaction 
behavior during calendering.   

A. Microstructure 

Fig. 2 shows the microstructure of both uncalendered and 
highly calendered cathodes as magnified cross-sections.  

 

Fig. 2. SEM cross-section with 1500x magnification of the uncalendered a) 
NMC811, b) LFP and the highest density c) NMC811, d) LFP 

The size distribution of the LFP particles appears to be 
wider. There are some very large particles with a diameter of 
around 20 - 30 µm, some around 10 µm and many 
significantly smaller particles that also vary in size. In the 
NMC811 cathode, there are no significantly larger particles, 
but a fraction with a diameter between 10 and 15 µm and the 
rest around 5 µm. Additionally, large nests of binder and 
carbon black are observable. In the LFP coating, binder and 
carbon black appear to be more evenly distributed. The very 
large LFP particles in particular are not perfectly spherical and 
the smaller particles are also not as spherical as the NMC811 
particles. In addition, some of the LFP particles show pores 
within the particles, while the pores between the particles 
seem to be larger for NMC811. In both calendered electrodes 
the particles penetrate the substrate, while for NMC811 this 
happens for almost every particle, regardless of its size. The 
substrate of the NMC811 cathode is clearly deformed. For 
LFP this effect is mostly observed for some larger particles, 
while it is almost negligible for small particles. Also, the 
deformation of the substrate is much less severe. In contrast, 
some LFP particles are strongly deformed, especially when in 
contact with other particles. The NMC811 particles do not 
deform, but some of them show cracks. But of course, these 
cross-sections only show a very limited section of the entire 
electrode.  

B. Compaction in the Calendering Process 

As shown in TABLE III, the target densities for NMC811 
and LFP are not the same, because LFP was not compactable 
to the densities of NMC811 and was limited to 2.23 g∙cm-3. In 
addition, the difference to the uncalendered density is 
0.726 g∙cm-3. The potential testing window was therefore 
limited while a certain degree of compaction is necessary for 

the formation of longitudinal wrinkles. Furthermore, the 
particle size distribution influences the compaction resistance 
due to friction between the particles and the carbon black 
binder matrix [17] and as shown in the SEM cross-sections in 
Fig. 2 the particle size distribution clearly differs. 
Nevertheless, the maximum compaction rate $ , calculated 
according to (1) [18], for NMC811 corresponds to 34.09 %, 
while for LFP the maximum compaction rate is 32.56 %, so 
the results are still comparable. 

$ � 1   
�%&'()

�'()

 (1) 

IV. EFFECT OF CALENDERING ON THE MATERIAL PROPERTIES 

The following subsections describe the influence of the 
three factors density �, web tension 	
 and temperature � on 
the material properties strain and bending stiffness. TABLE IV 
shows the �-values of the significant correlations used for the 
examination of the strength of the significance in the 
following subsections. � * �  with � � 0.05  applies to all 
other � -values, that are not shown in this table for easier 
reading. The strains are divided by their direction. The �-
strain or +, is defined in running direction of the electrodes, 
which is the �-direction. The --strain, also described as +. , 
appears crosswise to the running direction, that is the - -
direction. The coordinate system is shown in Fig. 1.  

TABLE IV. �-VALUES OF SIGNIFICANT MAIN EFFECTS AND INTERACTIONS 

FOR THE -- AND �-STRAIN AS WELL AS FOR THE BENDING STIFFNESS 

Factor /-strain 0/ [%] 1-strain 01 [%] 

Width-related 

bending stiffness 

2 [N∙mm] 

  NMC LFP NMC LFP NMC LFP 

� 
0.0025 

1.549 
E-06 

1.7681 
E-07 

9.6689 
E-09 

6.0450 
E-10 0.0055 

�
 - 0.01087 - - - - 

� - - - - 0.0033 0.0291 
�
 ∙ � 0.0240 0.0234 - - - - 
� ∙ � 0.0441 - - 0.0096 - - 

 
TABLE V shows the average values of all experiments with 

NMC811 and LFP for the material behavior for comparison. 
The uncalendered (uncal.) electrode was also tested with 
regard to bending stiffness. The results are discussed in detail 
in the following subsections. 

TABLE V. AVERAGE VALUES OF THE --STRAINS +., �-STRAINS +, AND THE 

WIDTH-RELATED BENDING STIFFNESS 4 OF NMC811 AND LFP 

 /-strain 

0/ [%] 

1-strain 

01 [%] 
Width-related bending 

stiffness 2 [N∙mm] 

 NMC LFP NMC LFP NMC LFP 

Cal. 0.22 0.21 0.45 0.47 0.63 0.87 
Uncal.  - - - - 0.23 0.56 

 

A. Strain Induced by Calendering 

Fig. 3 and Fig. 4 show the main effects plots of the average 
-- and �-strains that are induced at the surface of the coating 
of the cathodes after calendering. As displayed in Fig. 3 and 
Fig. 4, all strain values for NMC811 and LFP are in the same 
value range.  



 

Fig. 3. Main effects plots for the --strain +. in LFP and NMC811 

 
Fig. 4. Main effects plots for the �-strain +, in LFP and NMC811 

TABLE V shows that the average strains for the NMC811 
and the LFP are almost the same. Furthermore, the mean 
values of the strains in this NMC811_50 are in the same value 
range as described for the NMC811_30 in [11]. The results of 
the strains are therefore reproducible. For both cathodes, the 
density has a strong significant positive influence on the -- 
and � -strains, which was also the case in [11]. During 
calendering, the coating is compacted and the active material 
particles are displaced in all directions [20]. A study in which 
NMC111 cathodes with larger and smaller particles were 
compacted, showed that the particles in the electrode with the 
larger particles restructure and move heterogeneously and 
without a preferred direction. The particles of the electrode 
with the smaller particles move more uniformly in their 
preferred direction due to the more stable network. [21] From 
the cross-sections in Fig. 2 of course no tracking of individual 
particles is possible, but the particle movement in general is 
still visible by comparing the calendered and uncalendered 
state. The greater the density, the greater is this movement and 
the induced strains. Furthermore, the web tension has a 
significant positive influence on the --strain in LFP, while for 
NMC811, a positive effect on the --strain is also observable, 
but it is not significant according to � � 0.05 . For both 
cathodes the experiment no. 11 with all factors at the high 
level shows an unexpectedly high --strain, which may be one 
reason for such a strong positive relation. Moreover, in [9] 
NMC811 cathodes were calendered to a high and low density 
with the web tensions 1 N and 80 N. No clear tendency 
regarding the influence of the web tension on the --strain is 
shown, but it also has to be emphasized, that the process 
window regarding web tension differed. However, in [13] it 
was observed that the coating is stressed, while the uncoated 
substrate remains unstressed as it is not compressed by the 
calender rollers. Furthermore, a backlog of the coating forms 
in front of the calender gap and the uncoated substrate edge 
moves ahead of the coated part, which is intensified by a high 
web tension. [13] It is therefore conceivable that the coated 
and blocked part is pulled outwards at the edge by the high 
web tension, resulting in strain in the --direction at very high 
web tensions. The influence of the temperature on the --strain 
of NMC811 is quadratic with the lower vertex of the parabola 
at the medium temperature of � � 60°� . This could be 
emphasized by the unexpectedly high --strain of experiment 

no. 11. In [13], no influence of the temperature on the strain 
was observed either, that supports the assumption of 
overfitting in the model of the - -strain. For LFP, the 
temperature has no significant effect on the --strain. For both 
cathode materials, there are significant two-way interactions 
of the web tension and the density on the --strains. For LFP, 
the - -strain is increasing for increasing web tensions with 
increasing density and is therefore following the main effects. 
For NMC811 the - -strain is increasing for increasing web 
tension and the high and medium density, but decreasing for 
the low density and increasing web tension. No clear 
explanation can be given at this time. The material behavior 
still appears to be very complex. Regarding the �-strains, the 
web tension has no significant effect on either cathode. For 
LFP, in addition to the density, a quadratic influence of the 
temperature with the lower vertex of the parabola for the 
medium temperature is observed. This could again also be due 
to the unexpectedly high �-strains of experiment no. 05 and 
no. 11, that are at high density and web tension, and low and 
high at the temperature, emphasizing the parabolic shape.  

B. Effect of Calendering on the Bending Stiffness  

The width-related bending stiffness of the uncalendered 
LFP and NMC811 as well as the average value over all 
calendering experiments are displayed in TABLE V. The LFP 
cathode shows a 0.33 N∙mm higher width-related bending 
stiffness in the uncalendered state. In [16], it was shown that 
for the same material, the bending stiffness increases with the 
coating thickness. In [22], differently manufactured LCO 
(lithium cobalt oxide) cathodes and corresponding anodes 
were tested in three-point bending tests and they also showed 
an increasing bending stiffness for an increasing thickness. 
For the anode and cathode pair of equally high thickness, the 
anode showed a higher bending stiffness despite having a 
lower active material mass. [22] This is similar to the lower 
mass loading of LFP. Another explanation could be the more 
evenly distributed binder visible in the SEM images (see Fig. 
2), which ensures better cohesion between the particles and 
thus greater resistance to bending. Furthermore, it is observed, 
that the width-related bending stiffness is increased by 
calendering, while the increase is stronger for the NMC811 
with ∆489: � 0.40  than ∆4<=> � 0.32  for the LFP. The 
significantly stronger penetration of the NMC811 particles 
into the substrate is one possible explanation. This creates an 
additional bond between the substrate and the coating, which 
causes further resistance to bending. This increase is also 
clearly shown in the main effects plot for the density in Fig. 5 
with a strong significant positive influence on the width-
related bending stiffness.  

 

Fig. 5. Main effects plot for the width-related bending stiffness 4 in LFP and 
NMC811 

The higher the compaction, the smaller the pores between 
the particles, which offer no resistance to bending. The newly 
formed particle-particle contacts further increase the 
resistance to bending. At the bending point, the inner side of 



the coating is compressed, while at the outer side it is 
subjected to tension. In the compressed part new particle-
particle contacts are formed that provide additional resistance 
to bending. [23] The compacted cathodes with lower porosity 
and higher density therefore have a higher bending stiffness. 
The web tension has no significant impact on the width-related 
bending stiffness. Moreover, an increase of the temperature 
leads to a significant increase of the width-related bending 
stiffness in both cathodes. Heating the cathodes at the time of 
compaction can lead to softening of the PVDF binder [24]. 
The binder becomes more elastic and can follow the 
displacement of the particles more easily. Existing bonds are 
therefore less stressed and the risk of bond breaking is 
reduced. It is also conceivable that new bonds can be formed 
due to the newly created particle contacts and the softer 
binder. All in all, the observed behavior of NMC811 and LFP 
is quite similar. A higher bending stiffness of the coating 
prevents longitudinal wrinkling in the coating and forces it to 
move into the uncoated area, which is less stiff [16].  

V. EFFECT OF THE CALENDERING PROCESS PARAMETERS ON 

THE GEOMETRY OF THE LONGITUDINAL WRINKLES 

The geometry of the longitudinal wrinkles is defined as the 
height, the width and the position of the longitudinal wrinkles 
[10]. TABLE VI shows the �-values for the significant effects 
of the three factors density �, web tension 	
 and temperature 
� on the geometry of the longitudinal wrinkles. � * � with 
� � 0.1 applies to all other �-values, so for clarity, they are 
not displayed here. This table is the basis for discussing the 
following corresponding subsections. 

TABLE VI. �-VALUES FOR SIGNIFICANT MAIN EFFECTS AND INTERACTIONS 

FOR THE GEOMETRY 

Factor Height A [mm] Width B [mm] Distance C [mm] 

  NMC LFP NMC LFP NMC LFP 

� - 0.036 0.095 1.97E-04 0.002 0.086 
�
 0.007 0.029 0.046 0.037 - - 

� - - - 0.007 0.008 - 

 

In TABLE VII, the average geometric values are displayed 
for the two cathodes studied. For comparison, the average 
values of the NMC811_30 used in [11] are also shown. They 
are discussed in the following subsections.  

TABLE VII. AVERAGE GEOMETRIC VALUES FOR NMC811_50 AND LFP 

AND COMPARISON BETWEEN NMC811_30 

Uncoated substrate 

width BD�E [mm] 
Height A 

[mm] 

Width B 

[mm] 

Distance C 

[mm] 

 NMC LFP NMC LFP NMC LFP 

50 1.23 1.10 3.47 3.66 7.26 9.60 
30 0.66 - 3.41 - 5.01 - 

 

Using the average geometric values in TABLE VII, TABLE 
VIII shows the ratio ℎGHI%JK ∙ HI%J

LM  of the height of the 
wrinkle ℎ at the width of the uncoated substrate HI%Jand the 
same or a different HI%J . Analogously, the ratio NGHI%JK ∙
HI%J

LM  of the distance and the uncoated substrate width are also 
displayed in TABLE VIII. The ratio of the width of the 
longitudinal wrinkle and the width of the uncoated substrate is 
not calculated, as the change of the width is small. The width 
of the longitudinal wrinkle seems to be leveling off in a stable 
value range independent of the uncoated substrate width. 

TABLE VIII. RATIOS OF HEIGHT AND DISTANCE OF THE LONGITUDINAL 

WRINKLE ℎGHI%JK, NGHI%JK AND THE UNCOATED SUBSTRATE WIDTH HOPQ 

Pairing 

No.  

AGBD�EK BD�E  

[mm] 
AGBD�EK ∙ BD�E

LR   

[%] 

CGBD�EK ∙ BD�E
LR  

[%] 

1 ℎG50 SSK 50 14.52 2.45 
2 ℎG30 SSK 30 16.72 2.20 
3 ℎG50 SSK 30 24.20 1.32 
4 ℎG30 SSK 50 10.03 4.09 

 

In TABLE IX, the Pearson correlation coefficients (���) 
for both cathodes are displayed. They indicate the strength of 
a linear correlation between the geometric features of the 
longitudinal wrinkles. The results are taken up in the 
following subsections. The significant correlations for � T
� with � � 0.05 are marked in bold and italic. The fields in 
the table are color-coded to indicate the direction of the 
correlation. Blue corresponds to a positive correlation G0 T
��� U 1K  and yellow to a negative correlation G 1 U
��� T 0K, while white indicates no correlation G��� � 0K. 

TABLE IX. ��� FOR THE GEOMETRIC FEATURES  

  NMC811 LFP Reference 

Height A [mm] B -0.698 -0.718 1 
Width B [mm] C 0.366 -0.424 -1 

Distance C [mm] A -0.339 0.083 0 

 

The effect of the material properties on the geometry of 
the longitudinal wrinkles is separately discussed in section VI. 

A. Height of the Longitudinal Wrinkle 

Fig. 6 shows the main effects plots for the average height 
of the longitudinal wrinkles for LFP and NMC811.  

 

Fig. 6. Main effects plots for the height of a longitudinal wrinkle in LFP and 
NMC811 

The values of the height of the longitudinal wrinkles in 
LFP and NMC811 are in the same range and the three factors 
show similar influences on the height. For the NMC811 
cathodes, only the web tension shows a strong significant 
positive effect as shown in TABLE VI. For the LFP cathodes 
the web tension also has a significant positive effect, which is 
not as strong as for NMC811. The web tension has therefore 
a similar effect on both cathodes, meaning that the 
longitudinal wrinkle is higher at higher web tensions. This is 
different to [11], but the web tension is not a significant factor 
there, so no clear comparison can be made. Here, the wider 
uncoated substrate seems to emphasize the influence of the 
web tension. With 39.22 %, the proportion of the uncoated 
part of the substrate to the total electrode is larger for 
NMC811_50 compared to 27.91 % for NMC811_30. So, 
more uncoated substrate is directly clamped on the deflection 
roller without waviness. In [25] a numerical elastic-plastic 
analysis was carried out with defective and uniaxially 
tensioned free-standing Al thin metal films. Increasing strains 



led to increasing amplitudes of the wrinkles occurring in 
parallel to the tension axis [25], which confirms the 
observation made here. Even if the wrinkling due to 
calendering is a different situation than the stretching of 
defective Al films, the transition between the coated and 
uncoated part could also be seen as a kind of defect that 
emphasizes the inhomogeneity of the calendered electrode. In 
general, the average height of the longitudinal wrinkles in 
NMC811_50 is 0.57 mm higher than the one in NMC811_30 
of [11], which corresponds to an increase of 85.46 %. As 
shown in TABLE VIII, the pairings at the same uncoated 
substrate width (Pairing no. 1 and 2) show a similar ratio 
ℎGHI%JK ∙ HI%J

LM , while the crosswise pairings (no. 3 and 4) 
clearly deviate. So, a certain ratio between height and width 
of the uncoated substrate is kept roughly constant. Looking at 
the width as a brief anticipation, the longitudinal wrinkle 
becomes significantly narrower at higher web tensions (see 
TABLE VI and Fig. 7). The area of the longitudinal wrinkle, 
which is bound by the uncoated substrate and the deflection 
roller, introduced in [11], is therefore at a balanced and stable 
value. Furthermore, for the LFP, the density has a significant 
positive influence as strong as the web tension, as it was also 
the case for the NMC811 in [11]. More displaced material 
requires a stronger compensation, which results into a higher 
longitudinal wrinkle. The influence of the material properties 
on the height is discussed in section VI.A. 

B. Width of the Longitudinal Wrinkle 

In Fig. 7 the main effects plots for the average width of the 
longitudinal wrinkles for LFP and NMC811 are displayed.  

 

Fig. 7. Main effects plots for the width of a longitudinal wrinkle in LFP and 
NMC811 

Similar to the height, all widths are in the same value 
range. For the width of the longitudinal wrinkles in both 
electrodes a significant negative effect of the web tension is 
revealed. Same was also observed in [11]. The high web 
tension and therefore surface pressure of the uncoated 
substrate on the deflection roller limits the freedom of 
movement of the electrode transverse to the running direction. 
The longitudinal wrinkle is unable to expand, and the higher 
the web tension, the narrower is the longitudinal wrinkle. 
Additionally, as already described in the previous section the 
narrower longitudinal wrinkles get higher, because the 
displaced material still has to be compensated. In NMC811, 
the density has a positive significant effect on the width, which 
was also observed as an insignificant tendency in [11]. An 
obvious explanation is the increase in displaced material as a 
result of the higher density and therefore a larger longitudinal 
wrinkle with a higher width. In contrast, the opposite is 
observed for LFP. The density has a strong negative influence 
on the width. So, with higher densities the compensation 
appears as narrower, but higher longitudinal wrinkles. This in 
turn also indicates the aim to achieve a stable longitudinal 
wrinkle surface. The ��� in TABLE IX shows, that for both 
cathodes a significant negative correlation between height and 

width exists, which strengthens this assumption. However, 
from the view of the density, this assumption cannot be 
confirmed for NMC811. The only difference is the coating 
material itself, as the comparison of NMC811_50 and 
NMC811_30 from [11] shows a similar behavior. 
Consequently, the material behavior must have an influence 
and is therefore discussed in section VI.B. Furthermore, there 
is a significant negative impact of the temperature on the 
width of LFP. For NMC811 the same effect is observed, but 
it is not significant. The temperature only has an effect on the 
material during compaction in the area of the calender rollers, 
after which the electrode cools down again and therefore hits 
the deflection roller at room temperature. So, the impact of the 
temperature is also attributed to the material behavior and 
further discussed in section VI.B. 

C. Position of the Longitudinal Wrinkle 

The position of a longitudinal wrinkle is defined as the 
distance between the coating edge and the tip of the 
longitudinal wrinkle. Fig. 8 shows the influence of the three 
factors on this distance for LFP and NMC811.  

 

Fig. 8. Main effects plots for the distance of a longitudinal wrinkle in LFP 
and NMC811 

All mean values of the distance for LFP and NMC811 are 
in similar value ranges. As displayed in TABLE VI, the density 
has a strong significant positive effect on the distance of the 
longitudinal wrinkles in LFP and NMC811, meaning that the 
longitudinal wrinkles appear further away from the coating 
edge at higher densities. The influence of the density 
contradicts the results in [11], where the interpretation is based 
on the wrinkle height and width. Here, it is difficult to interpret 
the distance regarding the wrinkle height and width, as the 
density is not significantly influencing the height in NMC811 
and the influence of the density on the width is the opposite 
for LFP. This is also confirmed by the ��� in TABLE IX, that 
indicates no significant correlation between distance and 
height or width for both electrodes, while even the tendencies 
differ. In this case, the greater uncoated substrate width of the 
NMC811_50 must therefore be important. The average 
distance for NMC811_50 is 2.25 mm greater than for 
NMC811_30, which corresponds to an increase of 44.81 %. 
So, the stable position range of the longitudinal wrinkle is 
located further out in the direction of the outer edge of the 
electrode, when increasing the uncoated substrate width. 
Additionally, the pairings of the same uncoated substrate 
width HI%J  (no. 1 and 2 in TABLE VIII) at the ratio NGHI%JK ∙
HI%J

LM , show similar values, while the crosswise pairings (no. 3 
and 4) are smaller or larger. Therefore, a stable position 
keeping that ratio between distance and uncoated substrate 
width is aimed. The zone in which inertia for movement due 
to the longitudinal wrinkle area plays an overriding role as 
shown in [11] has been exceeded at this position range further 
out. Here the residual stresses in - -direction due to an 
increasing density force the longitudinal wrinkle to move 
outwards. For NMC811, the temperature has an additional 



significant positive influence that was also observed for 
NMC811_30 in [11]. As already explained, there is no direct 
influence of the temperature on the position of the longitudinal 
wrinkle, so the material properties are examined in section 
VI.C.  

VI. CORRELATION BETWEEN THE GEOMETRY OF THE 

LONGITUDINAL WRINKLES AND THE MATERIAL PROPERTIES 

For a more in-depth understanding of longitudinal wrinkle 
formation, the effects of the strains and bending stiffness on 
the height, width and position of the longitudinal wrinkle are 
investigated below. 

TABLE X shows the ��� for the correlation between the 
material properties and the geometric features of both 
cathodes, that are discussed in the following subsections. 
Again, the significant linear correlations for � T � with � �
0.05 are marked in bold and italic. Analogously to TABLE IX, 
the fields of this table are color-coded.  

TABLE X. ��� FOR THE GEOMETRIC FEATURES AND THE MATERIAL 

PROPERTIES 

 
NMC811 LFP 

Reference 
0/ 01 4 0/ 01 4 

A 0.287 0.392 0.303 0.653 0.394 0.323 1 
B 0.099 -0.014 0.063 -0.701 -0.654 -0.59 -1 
C 0.411 0.577 0.754 0.329 0.457 -0.049 0 

 

A. Height of the Longitudinal Wrinkle 

The correlation between density and height of the 
longitudinal wrinkle can be further explained by the high 
compaction leading to higher strains, as shown in section 
IV.A. These residual stresses result in more displaced 
material, as already described in the previous section V.A. The 
displaced material requires a stronger compensation, leading 
to higher longitudinal wrinkles. This is also indicated by the 
significant positive correlation of the --strain and the height 
(see TABLE X). Higher - -strains are induced at higher 
densities, that also lead to higher longitudinal wrinkles. The 
�-strain only has a bare positive influence on the height, same 
appears for the bending stiffness. For the NMC811, there are 
no significant correlations between the height and any of the 
material properties. Nevertheless, for both electrodes the 
correlations between the geometry and the material properties 
are throughout positive. Considering only the relationship 
between the bending stiffness and the height, regardless of the 
strength and the correlations with other factors, it is assumed 
that the higher bending stiffness of the coating prevents the 
coated part from nestling against the deflection roller. As a 
result, the deformed material is forced to move outwards 
towards the uncoated substrate also due to the bending 
stiffness, where it is compensated for in the form of the 
longitudinal wrinkle. For both electrodes, the temperature has 
no significant influence.  

B. Width of the Longitudinal Wrinkle 

The suspicion of a correlation between the material 
properties and the width, mentioned in section V.B, is 
confirmed by the significant negative impact of the 
temperature. The temperature has no direct influence on the 
longitudinal wrinkling and is therefore attributed to affect the 
material behavior. Further evidence is provided by the 
significant negative linear correlations of all material 
properties in LFP, shown in TABLE X. An increasing density 

increases both strains and the bending stiffness, which in 
contrast to the NMC811, leads to a decrease of the width of a 
longitudinal wrinkle in LFP. Moreover, the increasing 
material properties result in a decreasing width and explain the 
significant negative linear correlations between the material 
properties and the width in LFP. The correlation between the 
temperature, the bending stiffness and the width appears 
analogous, while for the - -strain there is no temperature 
influence and for the �-strain, there is a quadratic relation for 
the temperature, which hardly allows a clear interpretation. In 
NMC811, no correlations between the material properties and 
the geometry could be observed. Apart from the higher 
bending stiffness of the LFP, that was discussed in the section 
IV.B, there is no clear difference in the material behavior 
between the two electrodes observable. All in all, there must 
be other material properties that are strongly influenced by the 
temperature and that influence the geometry of the 
longitudinal wrinkles. 

C. Position of the Longitudinal Wrinkle 

From TABLE X, a significant positive linear correlation for 
the distance in NMC811 to the � -strain and the bending 
stiffness is observed. The temperature has a significant 
positive effect on the bending stiffness and the distance, so the 
positive correlation between bending stiffness and distance 
agrees to these findings. For the � -strain there is no 
temperature influence, but the positive influence of the density 
on the distance and the � -strain agrees to the correlation 
between distance and � -strain. For LFP, there are no 
significant correlations between the distance and the material 
properties. But for both electrodes, the strains have a 
throughout positive correlation to the density, meaning that 
higher strains force the longitudinal wrinkle towards the outer 
substrate edge. The bending stiffness has almost no influence 
on the distance in LFP, but a significant one in NMC811. 
Therefore, no generally valid material-independent 
correlation can be found between the bending stiffness and the 
distance. 

VII. CONCLUSION AND OUTLOOK 

All in all, this study has shown that longitudinal wrinkles 
appear in both NMC811 and LFP cathodes. All three factors 
density �, web tension 	
 and temperature �  influence the 
geometry of the longitudinal wrinkles and the material 
properties. The strains and bending stiffness were observed to 
get an insight into the material properties, while they were also 
correlated to the geometry features.  

Broken down according to the main linear and quadratic 
effects for all factors, this means that a higher density leads to 
longitudinal wrinkles that are further away from the coating 
edge and wider for NMC811. In LFP, a higher density results 
in higher, but narrower longitudinal wrinkles that are also 
further away from the coating edge. Higher densities also lead 
to higher strains and bending stiffness in both cathodes. 
Higher web tensions lead to higher and narrower longitudinal 
wrinkles in both cathodes. Furthermore, the --strain increases 
in LFP. Increasing temperatures lead to greater distances in 
NMC811, while the longitudinal wrinkles become narrower 
in LFP. For both cathodes, an increase in temperature leads to 
an increasing bending stiffness and a quadratic influence on 
the � -strains in LFP and on the - -strains in NMC811. 
Furthermore, a positive linear correlation between x-strain and 
height for LFP was identified. Both strains and the bending 
stiffness show a negative linear correlation to the width for 



LFP, while the � -strain and the bending stiffness have a 
positive linear correlation to the distance for NMC811. 

These complex results of this study indicate that other 
influencing factors must exist which seem to have a strong 
influence on the formation of longitudinal wrinkles and which 
were not taken into account in this study. For a more precise 
modeling of the formation of longitudinal wrinkles, these 
factors should be identified and quantified in future research. 
It cannot be ruled out that the course of the web between the 
unwinder and rewinder has an influence. It could also be that 
misalignments of the deflection rollers in the system have an 
influence, although this factor cannot have changed during 
this study, as the deflection rollers were not removed and 
reinstalled. Furthermore, the correlation between the material 
properties and the three factors is still complex. The same 
applies to the correlation between material behavior and 
longitudinal wrinkling. Further studies with anodes for 
sodium-ion batteries will provide an additional insight into 
these relationships and the transferability of the results for new 
materials will be examined. Research is also being carried out 
into a material-independent solution to reduce longitudinal 
wrinkling in the process window shown in this work. 
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Abstract—The lamination and manufacturing of an 

electrode-separator-composite (ESC), as an intermediate 

product in the battery manufacturing, has emerged as a 

promising avenue for increasing productivity and improving 

cell performance. In addition to the conventional hot 

lamination, high speed gluing has been the subject in the 

research field of battery production.  

Despite its advantages, the widespread adoption of high-

speed gluing is hindered by a limited understanding of the 

process, especially its electrochemical effects on cell level, which 

have yet to be comprehensively explored. To address the open 

questions of the industry the Technology Readiness Level (TRL) 

of the high-speed gluing Process in its current form is 

determined and a technology elevation scheme is presented. The 

scheme delineates four distinct approaches, aimed at advancing 

both product and process development.  

The main result of this conceptual work is the analysis of the 

current state of high-speed-gluing in battery cell manufacturing, 

regarding the TRL and a comprehensive scheme that provides 

the opportunity to unlock the industrial potential of high-speed 

gluing of an ESC for battery manufacturing. 

Keywords— Joining, Lamination, Battery-manufacturing, 

High-speed gluing, High-throuput, Productivity 

I. INTRODUCTION (HEADING 1) 

The exploration of novel manufacturing processes for cell 
assembly has been a strong focus of research and development 
in the past few years, as the demand for affordable energy 
storage increases dramatically. Most of these concepts for new 
machines are based on the idea of permanently joining the 
individual components of the cell stack before stacking. 
Examples of innovative machines can be found at universities, 
for example the KontiBat machine of TU-Berlin [1], the 
Exinos machine of KIT [2] or the stacking wheel of TU-
Braunschweig [3]. In the industrial sector as well, novel 
methods are being developed that are only feasible through the 
innovative joining of electrodes and separators [4–6]. The 
joining and manufacturing of an electrode-separator-
composite (ESC), as an intermediate product in the battery 
production, streamlines the manufacturing process by 
eliminating the need to handle the individual components and 
enables the usage of high-speed-handling processes [1]. 
Although there is a substantial demand for processes and 
methods to join electrodes and separators due to the diversity 
of innovative machines, lamination is currently the only 

industrially available method for this purpose and already 
known as a process within battery production since 1996 [7]. 
Another process to manufacture the ESC is high-speed-gluing, 
which is, compared to lamination significantly less researched 
and not yet industrialized to the same extent. It offers some 
distinctive advantages compared to lamination, which will be 
elaborated upon in the following chapter. To harness these 
advantages, a series of scientific activities must be undertaken 
to elevate the Technology Readiness Level (TRL) and 
explicate the interdependencies between process and product. 
The aim of this work is to present a technology elevation 
scheme on how to carry out those scientific activities, to 
unlock the industrial potential of high-speed gluing for battery 
manufacturing. 

In the subsequent chapters, the main methods for joining 
an ESC as described in the literature are presented and 
compared. This is followed by an introduction to the 
preliminary work on high-speed-gluing conducted at TU 
Berlin. The industrial potential of high-speed-gluing is then 
examined, on the basis of the previously analyzed state of the 
art. Finally, the technology elevation scheme is presented, 
along with the necessary steps for its implementation. 

II. FUNDAMENTALS OF JOINING AN ESC 

In this chapter, the main methods for joining an ESC as 
described in the literature are first introduced. When 
discussing the application of adhesive in battery 
manufacturing, it is important to distinguish between two 
distinct types of bonding processes: 

1. Pre-Application and Subsequent Joining: In this 
method, the adhesive material is first applied to 
the separator in a preliminary process. The 
adhesive is now present as a solid layer on the 
separator. During the cell stack assembly, this 
solid layer of adhesive on the separator is 
liquefied through the application of heat and 
pressure, allowing for the bonding of the 
separator with the electrode [7]. In the context of 
this study, these methods are collectively referred 
to as lamination, see Fig. 1. 

2. Direct Application and Immediate Joining: In 
this process, the adhesive material, either 
liquefied by solvents or heat, is directly applied 
to the separator. The electrode is bonded with the 
separator before the adhesive solidifies. The 



 

 

adhesive solidifies under pressure, but without 
the influence of additional heat [8].In the context 
of this study, these methods are collectively 
referred to as gluing, see Fig. 2.   

 As mentioned in the introduction lamination currently 
stands as the sole industrialized method for bonding electrode 
and separator materials in battery manufacturing. In addition 
to lamination, the application of adhesives through methods 
such as spray coating or jet dispensing is also detailed in 
research literature [8, 9] and patents [5, 6], but not in industrial 
application yet. The adhesives used in these gluing methods 
are similar, primarily based on the thermoplastic polymer 
Polyvinylidene fluoride (PVDF), which is also commonly 
employed as a binder in most electrode formulations.  

 

 

Fig. 1. Schematic representation of the lamination process as described in 1 

[10]. 

Lamination, considered as the reference process in this 
work, has been known as a process within battery production 
for over 20 years [7]. During lamination, a laminatable 
separator, which already has a thin layer of thermoplastic 
polymer on its surface, is bonded to the electrode under high 
pressure and heat.  

 

 
Fig. 2. Schematic representation of the gluing process as described in 2. 

In addition to conventional coating methods for the 
polymer layer on the separator, such as dip coating and slot-
die casting, the literature also describes innovative coating 

techniques like electrospinning. Electrospinning is a 
technique used to create extremely fine fibers, typically in the 
nanometer to micrometer range, by applying a high voltage to 
a liquid polymer solution or melt. When the electric force 
overcomes the surface tension of the liquid, a charged jet of 
the polymer is ejected towards a grounded collector, where it 
solidifies into fibers [11, 12]. According to these studies, a key 
advantage of electrospinning is its ability to use non-
thermoplastic polymers and to improve the availability of 
laminatable separators in the market. 

The lamination of an ESC not only streamlines the 
manufacturing process, but also imparts enhanced mechanical 
stability and thus extends the cells longevity and reliability 
[10]. Frankenberger et al were able to demonstrate, that the 
lamination of lithium-ion cells improves their fast charging 
and discharging capabilities. The improved pore structure, 
provides better ionic network, and enhances physical contacts 
at the electrode-separator interfaces [13]. In another study 
Frankenberger et al showed, that the lamination also 
influences the Solid Electrolyte Interface.  The reduction in 
the growth of the SEI results in less capacity fade during fast-
charging cycles [14]. Additionally, lamination can enhance 
the wettability of the components in the cell [15]. Despite the 
numerous advantages of laminated cells, there are also some 
drawbacks, primarily arising from the introduction of heat into 
the product during the lamination process. The sensitive 
materials within a cell can be damaged by incorrect process 
parameters during lamination. High temperatures and 
pressures increasingly deteriorate the cycle stability. 
Moreover, excessive heat input can reduce the electrical 
resistance of the separator, potentially compromising the 
safety of the cell [10]. Additionally, the heat applied during 
lamination can lead to warping of the laminated cell stacks, 
negatively impacting the geometric tolerance of the finished 
cell [16].  

Apart from lamination, several gluing processes are 
described in literature and patents, which enable the 
application of the liquefied adhesive onto the electrode or 
separator and the subsequent joining of the materials. As one 
of the first research institutions in Germany, the Technical 
University of Berlin (TU Berlin) began initial experiments in 
2016 focusing on the manufacturing of ESC by gluing. During 
these studies, both the adhesives and the machinery for 
application were examined and developed. The outcome of 
this research at TU Berlin is the design and construction of an 
experimental stacking machine, which, in addition to an 
innovative technology for Z-folding, also demonstrates the 
capability to glue full-sized electrodes (300 x 130 mm) onto 
the separator by high-speed-gluing [1]. In this process, PVDF 
is dissolved in a solvent to create a polymer gel. This gel is 
then applied to the surface of the electrodes in a dot-like 
pattern using jet dispensers [8]. After a very short curing time 
of less than a second, the electrodes can be joined with the 
separator to form an ESC. Cells produced using this machine 
have not yet been electrochemically characterized, which 
means the impact of these adhesive dots on the performance 
and safety of the cell remains unknown.  

Other researchers, focusing less on the machinery and 
more on the chemistry of the cell, have been able to 
demonstrate that joining ESCs through gluing processes can 
have positive effects similar to lamination. Gong et al 
describes a method where a thin layer of adhesive is applied 
to the separator using a spray coating process, and then 
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subsequently joining with the electrode forming an ESC. The 
ESC showed superior thermal stability and improved rate 
capabilities compared to control PE separators. The ESC also 
demonstrated good adhesion properties and increased safety 
in elevated temperature conditions [9]. Whether the positive 
properties achieved through methods like Gong's spray 
coating can also be attained by applying only a few point-like 
adhesive spots, as with the machine developed by TU-Berlin, 
remains uncertain. 

The Korean cell manufacturer LG Chem discloses 
processes and the necessary machinery for applying liquid 
adhesive to the separator or electrodes using nozzles, followed 
by the direct joining process of the materials [5, 6]. This 
demonstrates that although the process is not yet 
industrialized, it has considerable potential for future 
advancements in battery production. 

III. ANALYSIS OF  THE INDUSTRIAL POTENTIAL FOR HIGH-

SPEED GLUING 

 In this chapter the potential of adhesive technology in the 
cell assembly process is presented and compared to the current 
state of the art. As indicated by descriptions in literature and 
patents, there are various advantages and disadvantages 
associated with both lamination and adhesive bonding 
processes in battery manufacturing. 

One of the key benefits of laminated cells is their 
performance; they exhibit superior fast charging and 
discharging capabilities, show less capacity fade, and have 
better wettability due to enhanced physical contacts at the 
electrode-separator interfaces. However, there are drawbacks 
to this approach. The application of heat, which is necessary 
in the lamination process, can potentially damage sensitive 
materials within the battery and might lead to warping of cell 
components, adversely affecting the cell's form and function. 
Moreover, the application of heat into the product to melt the 
thermoplastic requires a certain amount of time, which limits 
the web speed of laminating systems. Manz AG states that it 
produces one of the fastest laminating lines with a web speed 
of up to 400 mm/s [17]. 

On the other hand, the gluing process offers its unique 
advantages. One significant benefit is that it introduces no heat 
into the product while applying the adhesive or joining the 
ESC, mitigating the risk of heat-related damage. Moreover, 
gluing is not dependent on laminatable separators, eliminating 
the need for a separate process step of coating the separator. 
This simplification can lead to more streamlined and 
potentially cost-effective production processes. In contrast to 
lamination, the web speed in the gluing process is limited only 
by the minimum application time of the adhesive.  

Müller et al extensively outlined in his work that the most 
suitable method for joining an ESC is the application of 
adhesive using jet dispensers [8]. Small droplets of adhesive 
are applied to the separator or electrode at high pressure. This 
process is also intended to be the focus of this study. The 
minimum application time of the adhesive, using a jet 
dispenser is determined by the nozzle's opening time and the 
switching frequency of the jet dispenser. Modern (pneumatic) 
jet dispensers can switch up to 150 times per second, with 
typical opening times for adhesive dosing ranging from 2 to 
50 milliseconds [18]. Opening times of 20 milliseconds were 
used for adhesive experiments on the experimental stacking 
machine of TU-Berlin. However, gluing is not without its 
challenges. The gluing techniques presented require the use of 

solvents, which can have environmental and health impacts. 
Furthermore, the relationship between the adhesive bonding 
process and overall cell performance is not as well-understood 
as lamination. Although one study has shown positive effects 
similar to lamination, more research is needed to fully 
understand the implications of gluing on battery cell 
performance, especially the influence of the application 
technique. 

Potentially, gluing offers opportunities for an extremely 
high web speed, streamlining the manufacturing process and 
enhancing physical contacts at the electrode-separator 
interfaces. This can lead to superior productivity and to an 
improvement in electrochemical properties. All these 
advantages could, unlike lamination, be achieved without the 
introduction of any heat into the product, thereby eliminating 
many drawbacks associated with lamination. 

At this point, the significant difference between the two 
technologies, gluing and lamination, is the years of experience 
and the associated knowledge and confidence in the 
technology. The lamination process is commercially available 
in machines; hence it can be assigned a TRL of 8-9 [19]. In 
contrast, the gluing process currently falls within the TRL 
range of 3-4. Experimental setups could demonstrate the 
feasibility of the process and adhesive properties. However, 
limited knowledge exists regarding the process's impact on the 
cell's electrochemistry. As a result, the proof of concept 
remains incompletely established. One could argue that the 
process is at a TRL of 4, while the product itself is at a TRL 
of 3. It is thus necessary to bridge this knowledge gap to the 
extent that the technical risks necessary for industrialization 
are reduced to an acceptable level. In order to do so, a 
technology elevation scheme is presented in the next chapter. 
The aim of the activities of the scheme is to elevate the TRL 
of both process and product to TRL 6. 

IV. TECHNOLOGY ELEVATION SCHEME TO UNLOCK THE 

INDUSTRIAL POTENTIAL 

In this chapter, the technology elevation scheme is 
introduced to develop the necessary knowledge and 
procedural skills as a basis for the targeted overcoming of 
existing obstacles. The scheme outlines four distinct 
approaches to advance both in field of the process (Process 
Development 1&2, Process Modeling) and in the field of 
product (Adhesive Structure, Electrochemical 
Characterization).  

The reference cell for all experiments is a pouch cell with 
a format of 150x110 mm (anode). The cathode is 5mm smaller 
and the separator is 5mm larger respectively. LFP and 
NMC111 are used for the cathode, and graphite for the anode. 
The tabs of the electrodes are located opposite each other on 
the short sides. A standard lithium hexafluorophosphate 
(LiPF6) electrolyte is used. 

The work packages will be explained in the following 
chapter and summarized in tabular form. Each table includes 
the title, the aim, a figure, the methodology used, and the input 
and output variables, as seen in Table 1. 

  



 

 

TABLE 1 OVERVIEW OF THE WORK PACKAGES IN THE DOMAIN OF 

PROCESS AND PRODUCT 

Process Product 

Process 

Development 

Process 

Modeling 

 

 

Adhesive 

Structure 

El.-chem. 

Charac-

terization 

Aim Aim Aim Aim 

 
 

  

Input Input Input Input 

Method Method Method Method 

Output Output Output Output 

 

A. Process Development 1&2 

Concerning the process aspect, the research aims to devise a 
systematic approach to optimize adhesive bond design and 
gain a deep understanding of the interrelations of the process 
parameters. Due to the current lack of understanding regarding 
the interrelationships among process parameters, stacking 
machines cannot be designed in a way that the process 
stability of the gluing process is guaranteed.  

 For this reason, in the initial phase, a gluing test rig 
will be set up, enabling variations in process parameters to be 
conducted. As previously described, the adhesive in this and 
all subsequent experiments will be applied in the form of small 
droplets using a jet dispenser. The testing procedure is 
designed as a shear test. An electrode and separator sheet are 
fixed in the test rig. Subsequently, using a jet dispenser, a 
defined adhesive point is applied to the electrode.  

TABLE 2 DESCRIPTION OF THE WORK PACKAGE “PROCESS DEVELOPMENT 

1” IN THE DOMAIN OF THE PROCESS 

Process 

Process Development 1 

Aim: Shear test on a test rig to determine the relationship between joint 

strength and process parameters. 

 

 

 
 

Input: composition of the adhesive, amount of adhesive, open setting 

time, close setting time, pressing force 

Method:shear test and plot of the stress-strain-curves 

Output: maximum shear force, strain-stress-curve, knowledge about the 

correlation between process parameters 

 

 

Prior to pressing the two sheets together, a certain open 
setting time is observed. Then, the sheets are pressed with a 
defined pressure. Following the open setting time, a closed 
setting time is awaited before the pressing force is released 
and the sheets are (shear-) separated, and the force required 
for separation is measured. Before examination on the test rig, 
all materials undergo characterization. This involves 
conducting tensile tests on the electrodes and separator films 
and determining their geometric dimensions. Additionally, the 
adhesive is examined for its solvent concentration and 
viscosity. 

This method allows for the capture of stress-strain curves 
for various types of materials, adhesives, and combinations of 
process parameters. Insights gained from this data aid in 
selecting application systems for the glue based on the 
material system, determining open and closed processing 
times for the application in stacking machines, and 
establishing the maximum allowable shear load during the 
stacking and handling processes. 

After the initial phase, the acquired process control 
capabilities will be leveraged to develop a fully automated 
gluing system at the experimental stacking machine of TU 
Berlin. This adhesive application system is designed to apply 
both individual points and very fine arrays of points on the 
electrodes or the separator. The goal is to achieve web speeds 
of up to 2000mm/s. The primary tasks involve selecting or 
developing jet dispensers capable of applying very fine 
droplets at a high frequency and the development of the 
control system for the setup. 

These work packages are referred to as Process 
Development 1 (test rig) and Process Development 2 
(automated adhesive application). 

TABLE 3 DESCRIPTION OF THE WORK PACKAGE “PROCESS DEVELOPMENT 

2” IN THE DOMAIN OF THE PROCESS 

Process 

Process Development 2 

Aim: Development of an experimental machine for joining an ESC to 

determine process limits and maximum web speed. 

 

 
 

Input: machine design and components, composition of the adhesive, 

amount of adhesive, adhesive pattern, open setting time, close setting 

time, pressing force 

Method:design and set up of an experimental gluing and stacking 

machine 

Output: web speed and process limitations 

Load cell to 

measure 
shear force 

Load cell to 
measure 

pressing force  

Pressing 
Shearing 

Electrode 

Separator 

Adhesive 
Separator 

Electrode 

Vacuum 
transport drum 

Jet 
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Adhesive 

points 

Pressing 

roller 



 

 

B. Process Modeling 

To make the insights from process development available 
and applicable for future machine developments, a Finite 
Element Method (FEM) model is concurrently being set up. 
The necessary input of material parameters and model 
calibration are based on the results from the material 
characterization. To validate, shear tests from the test rig are 
modeled and compared with the experimental results. If the 
model achieves sufficient accuracy, it can be extended to other 
loading scenarios.  

In subsequent handling processes and stacking of the ESC, 
the adhesive, separator, and electrode are subjected to 
different stresses. The focus of this investigation lies on both 
the stress applied to the adhesive points and the displacements 
of the electrode. The primary stress on the glue points is 
induced by web tension, web acceleration, and redirection. 
The results will be used to validate the sufficient strength of 
the adhesive and to assess the positional accuracy of the 
electrode on the separator. This approach enables an efficient 
design of the adhesive application for future machines and 
ensures concurrent validation of the processes. This work 
package is referred to as Process Modeling. 

With an understanding of the precise correlation of process 
parameters across different material systems, the design of 
automatic application systems, and the validation through 
process models, the process aspect of the technology elevation 
scheme is concluded. 

TABLE 4 DESCRIPTION OF THE WORK PACKAGE “PROCESS MODELING” IN 

THE DOMAIN OF THE PROCESS 

Process 

Process Modelling 

Aim: Set up of an FEM model to predict adhesive stresses and electrode 

positional deviations in the subsequent handling processes 

 

 

 

 

 
 

 

 

 

Input: material properties of adhesive, amount of adhesive, adhesive 

pattern, web tension, shear loads and acceleration of the separator 

Method:FEM-modelling of the ESC with adhesive, load sceanrios are 

stresses and acceleration of the separator 

Output: stress, strain and displacement of the electrode, stress and strain 

of the adhesive 

 

C. Adhesive Structure 

To make the adhesive process attractive for 
industrialization, it is essential to have a detailed 
understanding not only of the process of the adhesive 
application, but also of the product properties of a glued cell 
stack. This notably involves understanding the potential 
influence of the adhesive points on the electrochemistry of the 
final cell. 

In the domain of the product, the first aspect focuses on an 
in-depth investigation of the established structure of adhesive 
joints. For this purpose, electrodes and separator sheets are 
glued together using varying process parameters. 
Subsequently, the produced composite is divided orthogonally 
to the adhesive surface and prepared for microscopic 
examination (mounting, grinding, polishing). With the aid of 
a confocal microscope, the penetration of the adhesive into the 
porous structure of the electrode and separator can be studied. 
Particularly relevant are the thickness of the glue between 
electrode and separator, the depth and area of penetration, as 
well as the volume fraction of the pore spaces obstructed by 
the adhesive. The aim is to find possible correlations between 
the utilized process parameters during the fabrication of the 
composite and the structure of the adhesive. The changes in 
porosity and tortuosity within the adhesive-influenced areas 
offer insights into potential local impacts on the 
electrochemistry of the cell. Furthermore, following the 
electrochemical characterization discussed in the next work 
package, cells will be analyzed post-mortem to investigate the 
long-term stability of the adhesive points. For this purpose, 
cells will be opened, and the composites will undergo a shear 
test, to determine how the strength of the adhesive bonds 
changes over time and with an increasing number of cycles. 
This work package is referred to as Adhesive Structure. 

TABLE 5 DESCRIPTION OF THE WORK PACKAGE “ADHESIVE STRUCTURE” 

IN THE DOMAIN OF THE PRODUCT 

Product 

Adhesive Structure 

Aim: Optical examination of the adhesive joints to investigate how the 

adhesive affects the pore structure of the electrode and separator. 

 

 

 
 

 

 

 

Input: viscosity of the adhesive, amount of adhesive, open setting time, 

close setting time, pressing force 

Method: microscopic examination of the glue points 

Output: thickness of the adhesive between electrode and separator, 

depth of penetration of the adhesive, volume fraction of the pores in 

electrode and separator obstructed by the adhesive 
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D. Electrochemical Characterization 

The next aspect aims to undertake electrochemical 
characterization of the cells, while also scrutinizing the 
influence exerted by the adhesive process. Introducing 
adhesive into the cell offers the potential for a positive 
influence on the cell's performance by enhancing physical 
contacts at the electrode-separator interfaces. However, it also 
poses the risk of deterioration by locally obstructing the 
porous structure of the separator and electrodes. The enhanced 
physical contact and the obstruction of pore spaces depend 
directly on the configuration of the adhesive structure. This 
structure, in turn, is influenced by the process parameters. It is 
highly likely that the process parameters during the 
composite's fabrication directly influence the electrochemistry 
and performance of the subsequent cell.  

Understanding these relationships requires constructing, 
forming, and cycling a multitude of cells. Initially, the cell 
stacks for these cells are manually fabricated. With the help of 
a robot a jet dispenser applies adhesive points to the films, 
which are then manually assembled into a cell stack. 
Subsequently, after finalizing the adhesive application 
development on the experimental stacking machine at TU-
Berlin, cell stacks will be produced fully automatically, under 
varying process parameters. In both sets of experiments, the 
number, distribution, shape and volume of adhesive spots are 
varied, and electrochemical characterized. The results of the 
characterization are then compared to control cells without 
any adhesive. The parameters for the characterization are the 
capacity and internal resistance over the number of cycles. 
The question to be addressed is how these parameters change 
in glued cells compared to cells without adhesive. This work 
package is referred to as Electrochemical Characterization. 

TABLE 6 DESCRIPTION OF THE WORK PACKAGE “ELECTROCHEMICAL 

CHARACTERIZATION” IN THE DOMAIN OF THE PRODUCT 

Product 

Electrochemical Characterization 

Aim: Electrochemical characterization of cells made with a glued ESC. 

Comparison of cell performance with cells without adhesive. 

 

 

 
 

 

Input: manual or automated manufacturing, material properties of 

adhesive, amount of adhesive, adhesive pattern, open setting time, close 

setting time, pressing force, C-Rate 

Method: Formation and cyclization of cells with and without adhesive. 

Comparison of cell performance. 

Output: capacity and internal resistance over the number of cycles 

 

 

 

V. CONCLUSION 

To manufacture an ESC for use as an intermediate product 
in battery production, various processes exist. Besides the 
established lamination process, high-speed gluing can also be 
employed to join the electrodes and separator. It has been 
demonstrated that adhesive bonding has the potential to be an 
extremely fast process, circumventing the drawbacks 
associated with heat transfer in lamination. At this stage, 
gluing technology stands at a TRL of 3-4. The technical risks 
associated with developing a commercially available machine 
remain significant. Therefore, the TRL of the adhesive process 
needs to be raised to level 6 through research activities. The 
requisite knowledge is acquired through a comprehensive 
technology elevation scheme in the domain of the process and 
the product. 

Within the process domain, process parameters are 
correlated with the strength of the joint, and a machine design 
is developed to determine process limits and maximum web 
speed. In the product domain, the adhesive joint is optically 
examined to investigate how the adhesive affects the pore 
structure of the electrode and separator. Additionally, 
electrochemical characterization of bonded cells is conducted 
and compared with cells without adhesive. With the insights 
gained, machines for high-speed gluing can be optimally 
designed, and the impacts of the adhesive on the cell's 
electrochemistry are thoroughly understood. By employing 
the methods outlined in the presented scheme, adhesives and 
processes for future battery materials can also be developed 
and validated. With this work, the foundation has been laid for 
the development of a potentially highly productive process for 
manufacturing an ESC. The technology serves as a key factor 
in enabling novel machine designs, as described in the 
introduction. 

In the upcoming papers on this subject, the results 
concerning Process Development 1 and Process Modelling 
will be presented. The complete elaboration of all work 
packages and publication of results are expected to be 
periodically over the next three years.  
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Abstract—Advances in solid-state battery technology are 

crucial for future energy storage solutions. Atmospheric plasma 

spraying (APS) offers a novel approach for producing copper 

coatings on ceramic solid electrolytes (SE) for anode-free solid-

state batteries (AFSSBs), which generally promise increased 

safety and energy density. This study investigates the feasibility 

of APS for the fabrication of Cu-based current collectors with 

enhanced interfacial contact at the SE and high material 

deposition rates in comparison to physical or chemical vapor 

deposition of Cu. The qualitative results suggest that APS can 

produce Cu coatings with high interfacial contact without 

inducing high pressures through calendaring, which can lead to 

cracks in brittle solid electrolytes. This research addresses 

critical challenges in the production of AFSSBs with APS and 

evaluates the importance of tailored interface properties for 

optimized contact areas. The pressure induced by the 

accelerated particles is substantially lower compared to 

conventional calendaring tools. Surface characteristics of SE 

and coating were analyzed via laser scanning. SEM analysis 

showed several defects during splat formation, which reduces 

interfacial contact.  

Keywords—Batteries, Anode-Free, Solid State, Atmospheric 

Plasma Spray, Copper 

I. INTRODUCTION 

For rechargeable batteries with high energy density and 
long cycle life established lithium-ion batteries (LIBs) (see 
Fig. 1) will possibly be substituted through so-called solid-
state Batteries (SSBs). In particular, Li-metal solid-state 
batteries (LMSSBs) with the highest gravimetric (GED) and 

volumetric energy density (VED) have great potential. As 
shown in [1] anode-free solid-state batteries (AFSSBs) offer 
the highest nominal energy density in both liquid and solid 
electrolyte systems. However, the use of metallic Li with a 
liquid electrolyte raises safety concerns, given that organic 
electrolytes are highly flammable. Consequently, solid 
electrolytes are regarded as a safer option. [1]  

The manufacture of solid-state batteries in large-scale 
productions remains challenging due to a number of factors. 
The cathode is produced in a dry room environment due to 
the high reactivity of lithium with elements of ambient air 
(oxygen, nitrogen, carbon dioxide, moisture). Furthermore, 
the fabrication of thin Li foils or coatings with a thickness of 
less than 100 µm via electrochemical or vapour-based 
deposition with an adequate quality is difficult and costly. An 
alternative approach involves the development of composite 
layers that serve as a host for Li (melt infiltration [2], 
electrodeposition or roll-in processes). The process can be 
simplified with AFSSBs, as the Li metal anode is generated 
in-situ during the first charging cycle. The absence of Li in 
the production site reduces safety risks, acquisition, operating 
and maintenance costs, as well as overall reduced material 
consumption [3]. The minimum amount of Li for operation is 
stored inside the cathode. With regard to the possibility of 
recycling, a discharged AFSSB can be handled safely, since 
the thin Li (<5 µm) is only present in the charged state. [4] 



 
Fig. 1. Conceptional overview of the LIB in comparison to the AFSSB in 
both discharged and charged state  

The scientific breakthrough that led to the development of 
AFSSBs was the discovery of thin film batteries, which 
comprise dense layers of anode, solid-state electrolyte (SSE) 
and cathode, stacked between two current collectors (CCs). 
However, the energy density of these batteries is very low, 
and attempts to use 3D-structured thin-film batteries are 
promising, yet still difficult to scale up in production. The 
thin films are produced via physical (sputtering, pulsed laser 
deposition; PVD) or chemical deposition methods (chemical 
vapor or atomic layer deposition; CVD), which are 
distinguished by their low deposition rates. [5] [6]  

However, [7] and [8] demonstrated that reversible cycling 
of Li is feasible in anode-free configurations. To prevent 
degradation, it is essential to prevent the penetration of Li 
from the anode to the cathode. Therefore, the microstructure 
of the SSE plays a pivotal role in the performance of AFSSBs.  

AFSSBs with composite cathodes offer a higher 
theoretical energy density. [9] laminated Cu CC (10 µm) to 
polished LLZO (Li7La3Zr2O12) pellets by using pressure-
assisted heat-treatments. Large amounts of Li (5 mAh/cm−2, 
corresponding to 25 μm/cm−2 dense Li) could be cycled 
reversibly due to its improved bonding between Cu and 
LLZO by polishing the SSE in combination with pressure-
assisted heat treatment. [9] This highlights the significance of 
tailoring the Cu-SSE interface. In order to achieve superior 
energy densities in comparison to LIBs, the inactive materials 
must be thinned significantly. Research gaps in processing 
and material sciences, results in a series of challenges in the 
development and fabrication of AFSSBs.  

The development of AFSSBs presents significant 
challenges due to the reliance on Li sourced solely from the 
cathode. This reliance leads to Li inventory challenges, 
exacerbating capacity fade as lithium losses occur during 
cycling. Additionally, the stability and dynamics at the 
interface between the solid electrolyte and electrode materials 
are critical yet prone to instability. These interfacial dynamics 
can impair ion conductivity, impacting overall battery 
performance and efficiency. Furthermore, issues such as the 
formation of an insulating interphase or the destabilisation of 
electrolyte components can result in a reduction on battery 
lifespan and pose a risk to safety. The resolution of these 
issues necessitates the application of advanced material 
science and electrochemical technologies, which require a 
nuanced comprehension of material interactions and 
electrolyte behaviour. This is of paramount importance for 
the optimisation of the microstructure of solid electrolytes 
and the integration of effective interphases, which are 
essential for the assurance of high ionic conductivity and 
mechanical stability in long-term battery operations. The 
formation of lithium dendrites during the electroplating 
process is a significant concern. Dendrites can breach the 
battery separator, leading to short circuits and potential safety 
hazards. This dendritic growth not only threatens the 
structural integrity of the battery but also reduces the cycle 
life and efficiency, presenting a significant impediment to the 

practical application of AFSSBs. The formation of dendrites 
is more likely to occur when there is a low interfacial contact 
due to current peaks. Furthermore, the high pressure during 
the plating of Li (> 10 MPa) can induce cracks in brittle SSEs, 
which in turn provokes the formation of dendrites and 
reduces the cycling stability and therefore the overall 
lifetime. [1] 

[10] proposes a novel concept for the production of Cu-
based current collectors (CCs) using Atmospheric Plasma 
Spraying (APS). This approach has been demonstrated to be 
effective in the plating of dense sodium at the interface 
between a 1.5 mm thick sodium Beta-alumina sample and a 
Cu metallization. In APS, spherical powder particles are 
individually melted and propelled towards the SSEs surface, 
where they form the interface without inducing high pressure 
by additional tooling. This study evaluates the APS process in 
detail with regard to its feasibility and potential for further 
AFSSB manufacturing. The focus is on the application 
without destruction and on the tailored interfacial contact. 

II. FUNDAMENTALS OF ATMOSPHERIC PLASMA SPRAY 

Atmospheric plasma spraying (APS) is a versatile coating 
technology with regard to the coated surface and the used 
feedstock material. Historically, it has been employed in a 
wide range of applications, including wear, oxidation and 
corrosion resistance. [11] Currently, it has been further 
developed for coating power electronic chips with a thickness 
as low as 210 µm. A 20 – 120 µm Cu metallization is applied 
and serves as a bond buffer for ultrasonic wire bonding. [12] 

In APS molten or semi-molten particles are deposited 
onto an optionally roughened and preheated substrate. The 
plasma temperature is over 8000 K, which allows melting of 
any material. The plasma jet accelerates the particles to 
velocities vP between 150 and 600 m/s for argon-based 
plasmas. The particles flatten and solidify at impact and the 
coating is built by the layering of splats (deformed and 
solidified particles). [13] The coating properties can be 
divided into three sub-systems. Firstly, plasma formation and 
the interaction with the injected particles, which vary in size, 
temperature, diameter, velocity and number flux at impact. 
Secondly, the formation of splats at the interface, which is the 
first layer of deposited particles. Thirdly, splat layering and 
coating formation. It is important that the particles are 
completely, evenly melted and not evaporated by the plasma 
once they reach the surface, with particle size distributions 
and high velocities considered. Narrow particle size 
distributions are favorable for ideal coating quality, although 
this entails a more costly manufacturing process of the 
powder. The particles are injected with the same momentum 
as the plasma gas. To enhance heat transmission to the 
particles, the primary plasma gas can be supplemented by H2 
or He. Hydrogen additionally reduces critical oxides, 
particularly when spraying in ambient atmosphere. Oxidation 
can be further reduced by using a shroud gas. [11] 

The adhesion of the coating is strongly dependent on the 
properties of the substrate including temperature, roughness, 
oxide composition and the presence of adsorbates and 
condensates. The temperature difference between particles 
and substrates indicates the resulting quenching stress during 
rapid cooling of the molten material. The substrate surface 
condition plays a critical role in splat formation. While a 
rough surface (Ra > 1 µm) improves adhesion [14], splat 
formation is not as evenly as with smooth surface. The even 
propagation of the molten material is disrupted which may 
result in less interfacial contact. Rapidly vaporized 
adsorbates and condensates disrupt the splat formation as 



well which results in splattering. [15] When a sensitive 
surface cannot be modified by, for example, shot peening, the 
temperature and velocity of the plasma stream can be varied 
easily by adjusting gas compositions and flow rates. 
Nevertheless, it is essential that the particles are fully melted, 
as the particles themselves can create a shot peening effect 
and modify or destroy the substrate’s surface. A downstream 
annealing of the coating can reduce residual stresses, modify 
the granular structure, recompact or reduce oxides, if oxides 
have formed during APS. [16] introduced an annealing 
process under inert atmosphere with a mixture of N2 and H2 

for Cu coatings which effectively reduced CuO to Cu and 
H2O (vapour).   

III. EXPERIMENTAL SET-UP 

The experiments were conducted at the Plasma Coating 
Unit (PCU 3D) of the institute with an ambient atmosphere. 
They were based on the parameters of [17] who used the 
process to coat ceramics of power electronic applications. 
The plasma torch is permanently mounted in a stationary 
position (see Fig. 2). As a substrate, a solid electrolyte LAGP 
(Li1.5Al0.5Ge1.5O12) with 300 µm thickness was used. The 
coating geometry is defined by a laser-cut shadow mask made 
of steel. The carrier gas and primary plasma gas is argon, the 
latter is supplemented by an ArH2 secondary gas. An 
additional shroud gas comprised of nitrogen (N2) with five 
percent hydrogen (H2) is used to minimize oxidation. The 
plasma is ionized inside a rotationally symmetrical Cu laval 
nozzle and a tungsten cathode, ignited with the Plasmatron 
MC-60 with 200 A and a 24 VAC ignition device. The 
combined powder feed rate is 6 g/min.  

 
Fig. 2. Set-up of plasma torch at PCU 3D 

For a standard Cu coating the deposition rate is around 
20 µm per repetition of the coating. The same Cu powder is 
used which has spherical particles with d50 = 11,86 µm and 
d90 = 20,21 µm. The particle velocity vP was previously 
analysed with the Spraywatch 2S from Oseir and is between 
150 and 200 mm/s. For heat treatment a Carbolite Gero tube 
furnace was used at 400 °C for 7h. The surface roughness 
measurements were carried out with laserscanning 
microscopy (Keyence VK-X3050) with a screen resolution of 
1 nm. The scanning electron microscopy (SEM) 
measurements at the Tescan Amber X were carried out with 
20 keV, 100 pA using a low energy backscattered electron 
detector (LE BSE). For the EDS (energy-dispersive X-ray 
spectroscopy) scans the Bruker Quantax 200 EDS system was 
used. The powder deposition efficiency ηd was partially 
determined in the studies of [18]. Ten seconds of spraying 
leads to a total of 0.65 g (σ = 0.11 g) deposited copper with a 
powder mass flow rate m°P of 1.04 g (σ = 0.14 g). This results 
in an efficiency of ηd = 62 %.  

IV. PRESSURE INDUCED DURING POWDER DEPOSITION 

The brittle SEs are sensitive to pressure. One challenge in 
AFSSB production has been the induction of microcracks 
into the electrolyte which allows dendrite formation and 
reduces the lifetime of the battery. The APS does not use a 
tool, but still induces pressure onto the substrates by the 
incoming particles. The impact pressure PP (1) of each 
incoming particle is dependent on the particles’ specific mass 
mP and particle velocity vP and is only exercised for < 100 ns. 
[11] 

PP � mP ∙ vP
2    (1) 

With the density of copper ρCu = 8.93 g/cm3 the average 
specific mass of one particle is mP 50 = 7.80·10-9 g. This 
results in PP = 1.56·10-12 Pa induced pressure per particle. Of 
course, more than one particle at a time are propelled towards 
the surface, the force induced by the particles in the plasma 
flame can be estimated by estimating the sprayed number of 
particles in during a specific time period. According to [11] 
the number n of particles sprayed per second is 

n � mP
°  ∙ ηd∙ mP

-1    (2) 

with m°P being the total powder mass flow rate, ηd the 
deposition efficiency and mP the mean particle specific mass.   

This results in a sprayed number of particles per second 
of n > 8354517 and a total force of 1.3·10-5 N distributed 
across the footprint of the plasma flame. The pressure profile 
is equivalent to the deposition profile of the particles (see Fig. 
3). Considering the deposition area with the most particles is 
roughly 100 mm2, the constantly induced pressure onto the 
substrate is 1.3·10-7 Pa.  

 
Fig. 3. Particle distribution on stationary substrate 

To form an even coating the substrate is then moved with 
vS = 255 mm/s in a defined pitch. The resulting homogenous 
coating is depicted in Fig. 5. The coating and boundary are 
analyzed in Fig. 4 via SEM and EDX line scan. 

V. BONDING MECHANISMS ON ELECTROLYTE SURFACE 

The bonding mechanisms between coating and SE are 
divided into three categories, however diffusion (1) and 
chemical bonds (2) are not desirable, since it modifies the 
interface between CC and SE. Therefore, the mechanical 
clamping of particles is the desirable bonding mechanism.  

(1) Diffusion on oxide free surfaces with sufficient 
 substrate temperature 
(2) Chemical compounds, formed through high local
 temperatures by incoming particles 
(3) Mechanical, particles get caught in the rough surface 

 



 
Fig. 4. SEM analysis and EDS line scan of boundary area of plasma 
sprayed Cu on SE 

To achieve good interfacial contact and adhesion of the 
coating, several factors need to be considered. Firstly, the 
process parameters need to be tailored to the surface 
roughness of the SE. To achieve sufficient adhesion on 
smooth surfaces higher particle temperatures are used. For 
good interfacial contact the deformed particles (splats) must 
lay evenly on the surface. Additionally, sufficient particle 
velocities force the melted particles into the cavities of the SE 
or previously deposited material. The relationship between 
the mean width RSm of the SEs surface and the particle 
properties (velocity vP, specific particle mass mP and surface 
tension σP) is according to [11] as follows:  

RSm � 4 σP ∙ mP
-1 ∙ vP

-2                  (3) 

Additionally, the homogenous splat formation (disk 
shaped) promotes adhesion through higher interfacial 
contact. Mechanical clamping however is better when the 
surface is rougher, but a rough surface hinders splat 
formation. For ideal interface properties a compromise 
between those two properties has to be found. The surface 
roughness of the LAGP is RSm = 0.546 µm and therefore 
considered smooth (see Fig. 5). The surface roughness of the 
Cu coating is significantly higher. Surface roughness 
measurements are depicted in TABLE 1.  

TABLE 1. SURFACE ROUGHNESS MEASUREMENTS 

 Multi-line roughness Surface roughness 

 Ra [µm] Rz [µm] RSm [µm] Sa [µm] Sz [µm] 

LAGP 0.546 3.578 207.601 0.565 10.232 

σ 0.142 0.461 48.915 - - 

CC 3.106 26.816 152.654 3.079 34.329 

σ 0.363 3.253 27.317 - - 

The splat formation was assessed in detail via SEM 
analysis in Fig. 7. A good splat is depicted in Fig. 7, 1. The 
particle is evenly deformed to a disk shape without extensive 
finger formation or residues of unmolten particle parts. In the 
analysis three different error modes could be identified. 
Firstly, perforated, deformed splats were detected (2). The 
holes inside the splat reduce the interfacial contact and are so 
small, that they cannot be filled with material by other 
particles. Secondly, burst splats (3) were found, which form 
splattering across the surface. Lastly, footprints of splats were 
identified. Which indicates the splat chipped of e.g. during 
rapid cooling of the splat or the pressure wave during particle 
deformation pushed the melt to the border.  

After the interface has formed the surfaces for arriving 
particles is significantly rougher (see Fig. 5) which leads to 
extensive splattering on the surface. It must always be 
assumed that the splat solidifies bevor another particle arrives 
in the same position. With enough pressure the cavities and 
voids can be filled. However, depending on the analysis 
method, the remaining porosity is difficult to determine. The 
density of bulk Cu will not be reached. In metallographic 
cross-sections with light images a remaining porosity of 
1,8 % (σ = 0,005 %) per area was measured. SEM analysis of 
a milled FIB-cross-section and fracture mode indicate a much 
higher porosity (see Fig. 6).   

 

Fig. 5. Surface analysis of Plasma Sprayed Copper Coating (CC) and SE 

 
Fig. 6. Different analysis methods for cross-sections of Cu metallization 

VI. DISCUSSION 

The coating of LAGP (SE) was successfully achieved 
without the destruction of the substrate. However, the 
possibility of microcracks, which could facilitate the 
formation of dendrites, remains. This issue will require 
further investigation in the future. The stress induced by 
plasma spraying with high temperatures on thin substrates 
with significantly lower thermal expansion coefficients can 
either lead to spontaneous delamination of the Cu coating at 
the interface or failure of the SE, particularly when larger 
areas are coated. The impact of particle oxidation in APS and 
subsequent heat treatments under H2-containing atmospheres 
on the quality of the coating for Li deposition and its 
influence on lifetime must be evaluated. The rapid cooling of 
the particles is similar to quenching of metals. Without 



thermal treatment the coating may be hard and brittle due to 
its fine grain structure, which reduces flexibility during 
volume-expansive Li deposition between Cu and SE. 
Annealing reduces hardness and increases grain growth, but 
may influence the quality of the SE. In future research, it 
would be beneficial to exclude influences during APS on the 
SEs microstructure. The extensive spattering and loose 
particles are normally removed via etching, however with 
porous SE this could modify its properties. The use of 
powders with a narrow particle size distribution should 
reduce the overspray, since the coating parameters can be 
tailored to the specific particle sizes. 

 

 
Fig. 7. SEM analysis for splat defect classification 

VII. CONCLUSION 

The presented qualitative study demonstrates a promising 
approach and potential future application field for 
atmospheric plasma spraying. However, further 
quantification is required to fully understand its specific 
properties. APS is a versatile, yet complex coating procedure 
with over 50 influencing factors which can be used to tailor 
specific interfacial properties for the application in AFSSBs 
but is also difficult to monitor and adjust. The high deposition 
rates of APS in comparison to PVD or CVD offer potential 
advantages for large-scale production of AFSSBs. Lastly, the 
low induced pressure during production should allow the 
deposition of Cu on sensitive and thin substrates.  
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Abstract— Climate protection has gained significant political 

and social relevance in the corporate sphere. On the one hand, 

industry bears a special responsibility towards reducing 

greenhouse gas (GHG) emissions. On the other hand, adopting 

sustainable practices presents multiple economic opportunities 

that surpass mere image and efficiency factors. In various 

industries, the carbon emissions associated with specific 

products are becoming a crucial factor in purchasing decisions. 

One example is the automotive industry, where original 

equipment manufacturers (OEMs) are increasingly looking to 

track and manage the carbon footprint of their products 

throughout the supply chain. Moreover, regulatory 

requirements obligate companies to measure their products’ 

GHG emissions. This includes the EU’s Battery Passport 

Initiative. From 2026, all batteries installed in electric vehicles 

must provide basic sustainability-related information, including 

transparent documentation of their carbon footprint. This 

shows that the Product Carbon Footprint (PCF) has become a 

crucial business indicator, increasingly influenced by Life Cycle 

Assessment (LCA) methodologies. However, obstacles remain 

with data collection and GHG emission accounting. 

Comprehensive standards and guidelines exist for the 

quantitative determination and reporting of GHG emissions. 

Nonetheless, quantifying the PCF presents challenges for many 

companies. This is due to high complexity, insufficient data as 

well as diverse methodologies and the lack of a mandatory 

standard. Hence, a valid comparison of the results is not always 

feasible. This publication provides a survey and classification of 

various standards and software-based solutions for calculating 

the PCF, integrating LCA principles. The analysis’ 

requirements profile is shaped by international regulations, 

economic, and political trends. To tackle the primary challenges 

in PCF determination, essential research trends and solutions 

are compiled based on a literature review. The final outcomes 

are presented in the form of a practical guide, assisting users in 

measuring, and communicating product specific GHG 

emissions in manufacturing throughout the supply chain. 

Keywords— Carbon Footprint, PCF, Life Cycle Assessment, 

ISO 14067, Greenhouse Gas Protocol, Sustainable manufacturing 

I. INTRODUCTION AND MOTIVATION 

Global warming, which is significantly driven by 
emissions of greenhouse gases (GHG), poses a worldwide 
threat with potentially severe consequences such as an 
increase in extreme weather events and rising sea levels [1], 
[2]. Due to its political and social significance, climate 
protection has become increasingly relevant in the business 
context, driven by the goals of the Paris Agreement [3]. The 
industrial sector is a major contributor to GHG emissions. 
Hence, it holds significant ecological responsibility while also 
having considerable potential to contribute to climate change 
mitigation [4], [5]. Companies face growing pressure for 
decarbonization, particularly within the automotive sector [5]. 
Implementing environmentally sustainable practices also 
presents various economic opportunities [6]. In this context, 
the carbon footprint (CF) has emerged as an indicator of the 
environmental sustainability of products, processes and 
companies [7]. The product carbon footprint (PCF) refers to 
the total amount of GHG emissions, typically measured in 
carbon dioxide equivalents (CO2e), associated with a product, 
derived from a life cycle assessment (LCA) [8]. Therefore, 
several scholars [2], [9], [10] consider the PCF as an LCA with 
a limited scope, focusing solely on climate change as the only 
impact category without considering other environmental 
issues [2], [8]–[10]. Although the PCF does not allow for a 
holistic assessment of a product’s environmental impacts like 
an LCA does, it is currently the focus of many industry efforts. 
Public perception places great importance on GHG emissions. 
Furthermore, the PCF provides a clear and quantifiable 
measure of an environmental parameter, which is easily 
understandable and allows for comparability, even for non-
experts. This quality enhances its suitability as a marketing 
tool, particularly for product labeling. [2], [7], [10], [11] 

Not only market demands, but also regulatory 
requirements are forcing companies to be able to demonstrate 
the CF of their products to external stakeholders. For instance, 
the EU Battery Passport will mandate transparent 
documentation of the CF of all batteries installed in electric 
vehicles from 2026 [10] [11].  



Compared to other stages of the life cycle, manufacturing 
provides a direct opportunity to reduce GHG emissions as it 
significantly affects the climate impact of a product. Plus, 
reporting companies can exert direct influence in mitigating 
this impact, for example by using renewable energies 
efficiently [14]. Ideally, a technology comparison should 
already be carried out during the planning phase of production 
plants in order to ensure energy efficiency [15]. 

PCF is gaining prominence not only in a business context 
but also in scientific spheres [16]. Although accounting for 
product-related GHG emissions is highly relevant both 
practically and academically, many companies, particularly 
small and medium-sized enterprises (SME), face challenges in 
implementing specific assessment practices. This is due to 
various factors, including the complexity and lack of 
transparency of various assessment guidelines, the high level 
of manual calculation required, and the inadequate availability 
and quality of emissions-related data [17]–[22]. Studies have 
shown that companies do not continuously and systematically 
collect data to calculate and analyze environmental and 
climate impacts throughout the company [23]. These factors 
often lead to inconsistencies and make it difficult to compare 
results between organizations [21]. 

The complexity and inaccuracy of PCF calculations 
contradict the goal of creating an easy-to-understand and 
unambiguous ecological indicator. Simultaneously, there is 
growing external pressure on companies to determine the CF 
of their products. This research aims to provide practical 
solutions to overcome these challenges and present them as a 
guideline for determining the PCF during the manufacturing 
stage. This will assist users in calculating the GHG emissions 
of products to meet their stakeholders’ demands adequately 
and identify opportunities for improving environmental 
sustainability. 

II. PREPARATION FOR THE PCF DETERMINATION 

Before conducting a PCF study, several issues need to be 
addressed. This includes estimating the costs and time 
required for the analysis, selecting a suitable standard and 
software, all in accordance with the main goal and the product 
system, which is to be reviewed.  

A. Choosing an appropriate reporting standard  

One major criticism of the PCF is the lack of a mandatory 
standard. Although there are various guidelines, none of them 
is legally binding [24]. Furthermore, there are diverse country-
specific conventions. However, national approaches are not 
suitable as a reference for the standardized assessment of a 
product’s climate impact. Comprehensive standardization of 
methodologies can only be achieved through internationally 
agreed standards and norms [25]. For this reason, only the 
most important and internationally recognized guidelines for 
calculating the PCF will be examined in the following section. 
These include PAS 2050 [26], GHG Product Standard [27] 
and ISO 14067 [8]. All of these guidelines are based on ISO 
14040 and 14044, which are the main norms for LCA. 
Although there are overlaps in terms of their basic 
methodology, they differ in some key aspects. Consequently, 
various scholars have analyzed their similarities and 
differences. Liu et al. [28] analyze several carbon labels and 
their underlying standards. The authors emphasize the specific 
characteristics of each of the three aforementioned norms and 
compare them with each other. Lewandowski et al. [24] 
provide a summary of their overlaps and variations with 

respect to several aspects. Hottenroth et al. [21] present an 
overview of the most widely used PCF standards as part of 
their practical guideline for SME. Wang et al. [25] and Garcia 
and Freire [26] conducted case studies on the PCF of 
fiberboards and particleboards, respectively, to demonstrate 
how the selection of a specific norm affects the calculation 
results. They explain the variations by highlighting the 
differences between the three guidelines. Table I summarizes 
the characteristics of the three standards based on relevant 
criteria, supporting companies in selecting the most 
appropriate one for their specific context. 

TABLE I.  COMPARISON OF THE THREE MOST WIDELY USED PCF 
STANDARDS [8] [26] [27] 

 
PAS 2050 

GHG Product 

Standard 
ISO 14067 

Scope Assessment Assessment, 
reporting (and 
communication) 

Assessment, 
reporting, and 
communication 

Inventory 

scope 

Cradle-to-Gate 
Cradle-to-Grave 

Cradle-to-Gate 
Cradle-to-Grave 

Partial lifecycle  
Cradle-to-Gate 
Cradle-to-Grave 

Cut-off 

criteria 

Exclusion if <1%; 
95% of total 
emissions must be 
considered 

No specific criteria 
(ideally 100% 
completeness); 
Insignificant 
processes may be 
excluded if no data 
is available  

Insignificant 
material and 
energy flows can 
be excluded 
(mandatory 
disclosure) 

Capital 

goods 

Excluded Should be 
considered if 
relevant 

Excluded if not 
significant to the 
overall conclusion 

Data 

quality  

Primary data for 
owned/controlled 
processes; Primary 
data from 
suppliers (>10% of 
total emissions)  

Primary data for 
owned/controlled 
processes 

Site specific 
(primary) data for 
financially or 
operationally 
controlled 
processes 

Carbon 

offsetting 

Excluded Excluded Excluded 

Product 

Category 

Rules 

Sector/product 
rules in 
Supplementary 
Requirements 

Product Rules for 
comparison 

Product Category 
Rules (ISO/TS 
14025 and 14027) 

Allocation 1. Avoiding 
allocation 
2. Supplementary 
Requirements 
3. Economic 
allocation 

1. Avoiding allocation 
2. Physical allocation 
3. Economic allocation or other method 

 

ISO 14067 is a more general standard, while PAS 2050 
and the GHG Product Standard have more detailed 
requirements, leaving less room for interpretation. ISO 14067, 
which is the latest standard, can be regarded as an all-rounder 
and can serve as a sound basis if there are no legal 
requirements for the use of a specific norm. Plus, its results 
can easily be transferred to a more comprehensive LCA study 
in accordance with ISO 14044. If ISO 14067 does not provide 
enough detail for practical application, the GHG Product 
Standard can be considered for further guidance. However, the 
choice of a suitable standard depends on the purpose and 
geographic scope of the PCF study. It is important to consider 
internal guidelines, corporate strategy, industry initiatives as 
well as product-specific and legal regulations. [29] 

One of ISO 14067’s strengths lies in providing specific 
requirements for the transparent presentation of results within 
a report, which encompasses all essential information about 
the assessment of the PCF. When used in combination with 



other ISO norms, such as ISO 14026 and ISO 14071 it 
provides additional guidance for communicating and critically 
reviewing the PCF study. If a company intends to assess and 
communicate a partial PCF, representing the GHG emissions 
of one or more selected processes or life cycle stages within a 
product system, this can only be accomplished within the 
framework of ISO 14067. If the PCF study is conducted for 
internal use only, primarily focusing on the identification of 
main emission sources and assessing reduction potentials, 
companies have the flexibility to choose the standard, which 
aligns best with their needs. However, the GHG Product 
Standard might suit best for this undertaking, as it provides 
extensive support in this context. Another argument in favor 
of using the GHG Product Standard is its alignment with the 
GHG Protocol Corporate Accounting and Reporting Standard. 
This makes it easier for organizations already familiar with 
this standard in the context of a corporate-level GHG 
emissions inventory. [24] 

In essence, all three guidelines are suitable for identifying 
major emission sources in manufacturing and deriving 
reduction targets. However, differences in calculation criteria 
can lead to varying results. This presents challenges, 
particularly in terms of external communication, due to a lack 
of comparability. Particularly ISO 14067, along with other 
guidelines from the ISO 14000 family as well as the GHG 
Product Standard provide specifications for communicating 
the results and thus help to establish a consistent and 
transparent basis. In addition to established standards, the 
Pathfinder Framework by the WBCSD offers a set of 
guidelines designed to promote consistency and transparency 
in PCR calculations [30]. However, a universally valid 
benchmark is still required to account for discrepancies in 
calculation methods, facilitating a transparent comparison of 
results across different PCF studies. 

B. Selecting suitable software tools 

Basically, PCF calculation can be done using standard 
spreadsheet software. However, technical tools are often 
necessary due to the large amount of data, which needs to be 
processed. Relevant software tools are useful for conducting 
LCA through standardized procedures, enabling the 
integration of LCA databases and visualizing results for easier 
interpretation. Unfortunately, using such applications is often 
associated with software training and licensing costs. [10] 

LCA software simplifies PCF assessment by reducing 
complexity and manual calculations as well as streamlining 
data collection. Given the variety of software tools, the 
following chapter helps companies to find a suitable solution. 
Firstly, it provides an overview of selected applications. 
Secondly, it compares the four most popular LCA software 
tools with each other. Kiemel et al. [10] present methods and 
tools to enhance the practicality of LCA. They provide an 
overview of commonly used LCA and PCF software and 
databases, forming the basis for the selection of the software 
presented below. For reasons of clarity, the collection of 
applications displayed by Kiemel et al. [10], has been 
narrowed down based on the tools’ relevance for this 
guideline. Moreover, additional software solutions have been 
added to list based on personal knowledge. Plus, further 
information, regarding applicable standards, accessibility, and 
pricing, was gathered from the respective providers’ websites. 
The selection of applications was made without any bias 
towards specific developers, resulting in a list of cross-
industry software solutions. Table II comprises the most 

commonly used LCA software tools [31]–[34], such as GaBi 
[35], openLCA [36], SimaPro [37] Umberto [38], as well as 
other LCA and PCF applications like CCalC [39], Ecodesign 
Studio [40], and FRED [41]. Additionally, it encompasses 
alternative software concepts such as Ecochain Mobius [42], 
SiGREEN [43], and SAP Sustainability Footprint 
Management (SAP-SFM) [44]. While Ecochain Mobius is 
specifically designed for users with limited LCA experience 
[42], SiGREEN and SAP-SFM do not represent conventional 
LCA tools as such. Instead, they take a comprehensive 
approach for capturing and managing product-related GHG 
emissions across the entire value chain [43], [44]. 

Due to the contextual relationship between both concepts, 
LCA software can obviously be used for PCF calculation, 
especially when a thorough and detailed analysis is required. 
However, in some cases, LCA tools may offer an abundance 
of features, making them too complex for simpler PCF 
assessments. In such cases, dedicated PCF tools may be more 
suitable, serving as a less comprehensive and more cost-
effective alternative. Nevertheless, purchasing more extensive 
LCA software may be appropriate if other impact categories 
are to be included in future studies. [25] 

TABLE II.  OVERVIEW OF VARIOUS LCA AND PCF SOFTWARE 

Software Type Access Mode 

IS
O

 1
4

0
4
0
 

IS
O

 1
4

0
6
7
 

G
H

G
 

P
A

S
 2

0
5
0
 

Pricing 

CCaLC  PCF Software x   x Free 

Ecochain Mobius  LCA Software x    Paid 

Ecodesign Studio  LCA Browser/Software x    Paid 

FRED PCF Browser  x x  Paid 

GaBi  LCA Software x x x x Paid 

openLCA  LCA Software x    Free 

SiGREEN  PCF SaaS  x x  Free 

SimaPro  LCA Software x x x x Paid 

SAP SFM  PCF SaaS Not specified Paid 

Umberto  LCA Software x x x x Paid 

GHG  = GHG Product Standard 
SFM  = Sustainability Footprint Manager 

 

The applications listed in Table II differ from each other 
in terms of various features. Table III compares the four most 
popular LCA software tools based on different aspects, rating 
them on a scale from ‘++’ to ‘- -’ in relation to certain criteria. 
For a transparent assessment of the selected applications, 
existing publications have been consulted and complemented 
by information published by the providers of the software. 
Several studies compare the most commonly used LCA 
software, offering a useful overview of their different 
characteristics [31]–[34]. However, it is important to consider 
their publication year due to the dynamic nature of the 
software sector. Therefore, the results shown in Table III 
mainly draw on the analysis from Su et al. [31], which 
represents the latest publication in this context. 



TABLE III.  COMPARISON OF COMMON LCA SOFTWARE TOOLS 

 GaBi openLCA SimaPro Umberto 

Suitability for PCF ++ + ++ ++ 

Size and flexibility 
of the database  

++ ++ ++ + 

Presentation and 
visualization of 
results  

+ + ++ + 

License fee o ++ o o 

Product lifecycle 
definition 

++ + + ++ 

+ + Represents excellent performance 

+ Indicates above-average qualities 

o Represents a neutral position or lack of information 

- Indicates below-average qualities 

- - Represents poor performance 

 
 The differences in the rating are derived as follows: 

• Suitability for PCF: GaBi, SimaPro, and Umberto 
explicitly facilitate PCF calculation according to established 
guidelines, while openLCA, as an LCA tool, inherently allows 
for PCF assessment but lacks specific information on 
supported PCF standards (see Table II). 

• Size and flexibility of the database: Each application 
integrates extensive databases. However, Umberto does not 
allow for data adaptation and expansion. 

• Presentation and visualization of results: All four 
applications provide similarly extensive and detailed 
presentation of results, with SimaPro offering slightly better 
visualization of product comparisons. 

• License fee: Comparing software fees is difficult due to 
partially undisclosed pricing information and varying package 
offerings. However, openLCA, being a free open-source 
application, holds an advantage (see Table II). 

• Product lifecycle definition: This aspect only applies to the 
modelling of the product lifecycle and unit processes. GaBi 
and Umberto stand out for their ability to provide an intuitive 
visualization of the lifecycle through their graphical user 
interface. 

The examined software solutions have different strengths 
and weaknesses. To make an optimal selection, individual 
usage requirements must be taken into account. It is important 
to note that particularly the evaluation of the product lifecycle 
definition and the presentation of results can vary depending 
on subjective perception. GaBi, SimaPro, and Umberto offer 
(partially) time-limited free trial versions, which allow users 
to test functionalities and user interfaces themselves. This can 
be helpful in the decision-making process. 

III. ASSESSING THE PCF 

The process of conducting a PCF study following ISO 
14067 is similar to preparing an LCA in accordance with ISO 
14044. Both involve the following four main phases: defining 
the study’s goal and scope, conducting a life cycle inventory 
analysis, performing an impact assessment, and interpreting 
the results [8], [45]. These phases are further subdivided into 
smaller steps. While it is crucial to have a comprehensive 
understanding of the entire process, this analysis does not 
delve into every individual step. Instead, it focuses on the two 

key phases illustrated in Fig. 1: defining the scope of the study 
and determining the PCF. 

 
Fig. 1. Crucial steps for assessing the PCF (based on [8], [45]) 

The first section encompasses the definition of the 
functional unit and the reference flow, as well as the 
establishment of the system boundary. The second section 
encompasses both inventory analysis and impact assessment. 
While the individual steps are carried out sequentially, they 
can influence each other retrospectively, requiring 
adjustments of previous phases. This iterative approach 
enables continuous improvement of the study in terms of 
consistency, comprehensiveness, and accuracy. [8], [45], [46] 

A. Defining the scope of the study 

The concept of the functional unit is central to LCA and is 
also utilized in the context of PCF. It serves as a standardized 
reference, to which all inputs and outputs of the product 
system refer. According to ISO 14067, the functional unit is 
defined as the “quantified performance of a product system 
[…] for use as a reference unit” [8, p. 23]. Determining the 
PCF based on the functional unit is particularly relevant when 
comparing the climate impact of different products [8]. The 
aim is to compare systems with similar performance rather 
than the products themselves. This approach allows for the 
consideration of relevant criteria such as differences in 
quality, performance, and product lifespan [8], [25], [27]. In 
the context of battery technology, the cumulative energy 
storage capacity over the lifespan may be an appropriate 
functional unit. This metric proves to be a more precise 
indicator for evaluating and comparing different batteries than 
the absolute storage capacity listed in datasheets. This is 
because it captures various technological differences, service 
life parameters, and performance specifications. Currently, 
manufacturing companies and standardization bodies are 
working to define such a standardized functional unit as part 
of the Battery Passport Initiative to enable consistent and 
comparable assessment of battery performance in the 
automotive sector. [47] 

The definition of the functional unit is followed by the 
definition of the associated reference flow, both of which must 
be documented and communicated in the PCF study report 
according to ISO 14067. The reference flow is defined as the 
“measure of the inputs to or outputs from processes […] in a 
given product system […] required to fulfil the function 
expressed by the functional unit” [8, p. 24]. In essence, the 
reference flow represents the quantity of a product necessary 
to meet the function specified by the functional unit [25], [48]. 
Referring to the battery example mentioned above, a suitable 
reference flow would be the precise quantity and type of a 
battery required to match the defined cumulative energy 
storage capacity over the lifespan. 



The system boundary represents the interface between the 
product system under consideration and its environment. It is 
where the exchange of inputs and outputs, in the form of 
materials and emissions, occurs. The system boundary is 
defined according to the objective of the PCF study. It 
determines which unit processes are included in the analysis 
and how detailed they are examined. A unit process is defined 
as the “smallest element considered in the life cycle inventory 
analysis […] for which input and output data are quantified” 
[8, p. 23]. It can either represent a specific manufacturing 
operation or general activities, such as logistics processes. The 
system boundary is defined based on various criteria, which 
must be described and explained in a clear and 
comprehensible manner. These criteria depend significantly 
on the selected guideline and the cut-off criteria defined 
therein (see Table I), as they outline which processes, inputs, 
and outputs should be considered in the inventory. For 
instance, individual life cycle stages may be intentionally 
excluded or omitted due to practical reasons. It is essential to 
transparently describe all decisions regarding the exclusion of 
specific processes, inputs, and outputs and explain their 
consequences. In some cases, it may be necessary to adjust the 
system boundary retrospectively in response to new 
circumstances, which arise during the course of the study. [8], 
[25], [45] 

B. Determining the PCF 

This chapter follows the approach by Kaur et al. [20] for 
determining the PCF, which is based on the GHG Product 
standard, but is also compatible with ISO 14067:  

1. Identifying all relevant processes 

2. Collecting process-related (primary) data  

3. PCF calculation: evaluation of the total emissions based 
on emission factors and allocation to the specific product. 

Identifying relevant processes via process flow diagram 

Collecting emission-relevant data is usually a resource-
intensive task, depending on the complexity of the product 
system and the defined system boundaries. A useful tool for 
visualizing the system and estimating the data needs is a 
process flow diagram, including the system boundary and all 
unit processes across the entire life cycle as well as their 
interrelations. An example of such a diagram is illustrated in 
Fig. 2. The LCA software presented in Table II can be used 
to model such a scheme. The process flow diagram depicts 
unit processes as boxes, with input and output flows, 
symbolized by arrows, connecting them with each other or 
the environment. External inputs and outputs are classified as 
either elementary flows or product flows. Elementary flows 
refer to materials or energy, which are directly taken from or 
released to the environment without previous or subsequent 
human transformation. Product flows are inputs and outputs, 
which are obtained from or transferred to other product 
systems. A process flow diagram additionally illustrates 
internal flows such as intermediate products or waste, 
providing a holistic view of the overall system. Even if only 
specific life cycle stages are to be examined, it is 
recommended to model the full lifecycle for a comprehensive 
understanding of the entire product system. This allows for a 
clear definition of each phase and an adequate consideration 
of their interactions. [8], [25], [45] 

 

Fig. 2. Generic illustration of a process flow diagram (based on [25], [48]) 

Collecting process-related data  

The following step involves capturing all input and output 
data associated with each unit process in the system. Input 
flows usually consist of energy or materials, while output 
flows include emissions, waste materials, or intermediate 
products. The scope of each unit process is determined by the 
availability of data and the desired level of detail. Ideally, a 
unit process represents an operation, which cannot be further 
broken down. In case of insufficient data, multiple activities 
or an entire process chain can be grouped into a single unit. 
To ensure accuracy in determining the carbon footprint, each 
unit process should have maximum granularity, covering 
individual and specific manufacturing processes such as 
cutting or joining operations. This approach helps to avoid 
allocation issues, which can arise with larger units. [25] 

Machine tools are the primary source of GHG emissions 
on the shopfloor. However, internal logistics and other 
ancillary activities also contribute to the overall PCF. GHG 
emissions in manufacturing are closely linked and therefore 
often difficult to track separately. The key factors, which 
influence the PCF are energy, material, and waste flows. Thus, 
it is necessary to quantify energy and material consumption as 
well as direct GHG emissions and emissions from waste 
treatment in order to determine the PCF during the production 
phase. [49] 

Understanding the GHG emissions associated with 
various manufacturing processes is therefore crucial. Table IV 
compiles relevant studies, which focus on the energy and 
material flows of different manufacturing processes in the 
context of environmental assessment. Although most of these 
studies do not explicitly target PCF, they offer valuable 
methods and concepts for internal data collection, providing 
guidance for companies conducting a PCF study – not only in 
terms of data collection, but also for other steps such as 
defining the functional unit and the system boundary. The 
studies are categorized into six main groups, according to DIN 
8580 [50]. The table exclusively contains quantified inputs 
and outputs from the listed studies. Other material and energy 
flows, such as the use of solvents and binding agents [51], the 



generation of waste heat [51], waste or defective products 
[52], which are mentioned but not included in the calculation 
assessment, are not included. Furthermore, it should be noted 
that some studies explicitly exclude certain activities from the 
calculation, such as the manufacturing and maintenance of 
machines [53], as well as internal transportation of semi-
finished products [52]. The terms ‘energy’ (E) and ‘gases’ (G) 
are used to encompass various representatives of their 
respective categories. Raw materials and (semi-)finished 
products are not listed separately for each process, as they are 
considered standard inputs and outputs, respectively. 

TABLE IV.  STUDIES ON ENERGY AND MATERIAL FLOWS OF DIFFERENT 
MANUFACTURING PROCESSES 

 Study Process Material and energy flows 

P
r
im

a
r
y
 f

o
r
m

in
g
 

[54] Sand casting E, G  

[51] Metal injection molding E 

[55] Injection molding E 

[56] Injection molding E 

[57] Selective laser melting 
E, process gas, G, aerosols, 
waste material 

[58] Selective laser melting 
E, process gas, G, waste 
material 

[57] Selective laser sintering E, waste material 

[59] Stereolithography E, G, waste material 

[60] 
High speed laser directed 
energy deposition 

E, process gas, G, waste 
material 

F
o

rm
in

g
 

[53] Press braking E 

[61] Incremental forming E 

[52] Hot Forming E, die plate, lubricant 

[62] 
Hot forming of sheet metal 
components 

E 

C
u

tt
in

g
/M

a
c
h

in
in

g
 

[63] CNC-based machining 
E, tool wear, chips, cooling 
lubricant 

[53] Milling E 

[64] Turning E, chips 

[65] Turning E, G 

[66] Drilling E, chips, cooling lubricant 

[66] Laser cutting E, process gas, G, aerosols 

[67] Grinding E, cooling lubricant 

[68] Grinding 
E, tool wear, chips, cooling 
lubricant 

[69] Grinding 
E, tool wear, chips, abrasive 
waste 

J
o
in

in
g
 

[70] Laser beam welding E, process gas, aerosols 

[71] Friction stir welding E 

[72] Friction stir welding E 

[71] Gas metal arc welding 
E, process gas, electrode 
consumption 

[73] Gas metal arc welding 
E, process gas, electrode 
consumption, G 

 

The studies on conventional processes of primary forming 
focus on measuring the energy consumption, including 
electricity and natural gas [54]. In the case of additive 

manufacturing processes, process gases and waste material are 
also accounted for as outputs [51], [58], [59]. The case studies 
on forming processes only assess process inputs. While other 
authors who deal with sheet metal forming [53], [61], [62] 
exclusively determine energy consumption, Buis et al. [52] 
also investigate the use of dies and lubricants in massive 
forming. When it comes to cutting and machining processes, 
energy, chips, and cooling lubricants are mainly considered as 
inputs and outputs. However, some studies also include tool 
wear [63], [68], [69]. In the case of laser cutting, process gases 
and emissions (gases, aerosols) are assessed in addition to 
electrical energy consumption [66]. Besides energy usage, 
some studies dealing with joining activities include aerosols, 
process gases, and electrode consumption respectively [70], 
[71], [73]. In summary, the case studies primarily develop 
models for predicting energy and resource usage, based on 
specific process parameters, sometimes combined with 
measurements of power, time, and material flow rate. 
However, the overall focus across all case studies is to 
quantify the energy demand. 

Regarding data quality, both the GHG Product Standard 
and ISO 14067 distinguish between primary and secondary 
data [8], [27]. Primary data is collected through measurements 
or detailed calculations based on activities, while secondary 
data is derived from other sources. The GHG Product 
Standard further categorizes data into direct emissions data, 
activity data, and emission factors. Direct emissions data 
quantifies GHG emissions, which are directly released by a 
particular process, such as from combustion, other chemical 
reactions, as well as volatile gases. These can be measured 
directly on-site using continuous emission monitoring systems 
or determined using stoichiometric equations and mass 
balances. Activity data records the physical inputs and outputs 
of processes or activities, which cause the release of GHG 
emissions. These data can be modeled, calculated, or 
measured in terms of various attributes such as energy, mass, 
volume, distance, or time. Emission factors represent the 
GHG emissions caused per unit of a specific activity, enabling 
the conversion of activity data into carbon dioxide equivalents 
(CO2e) [27]. 

Especially for complex manufacturing processes where 
multiple sources of information need to be accounted for, 
manual collection of emissions data is very resource intensive. 
Furthermore, it carries the risk of errors and inconsistencies. 
Digital tools within the context of Industry 4.0 can facilitate 
automated and scalable recording of emissions as well as the 
integration of various data sources. Simulation models and 
technologies like the digital twin can also help to determine 
and reduce the carbon footprint in manufacturing footprint 
[74]–[76]. Simulation-based software solutions can accelerate 
the engineering process, e.g., for the design of production 
plants or the electrical network infrastructure by allowing the 
system to be analyzed for fault and safety-critical aspects 
while taking economic and environmental considerations into 
account [77]. These analyses can be conducted at different 
levels within production systems, from individual components 
to production lines or networks of factories, using different 
simulation and modeling paradigms, especially when 
considering energy aspects [78]. 

If plant data is unavailable and needs to be collected from 
scratch, emissions should be estimated beforehand using 
secondary data. This allows for prioritization in line with the 
cut-off criteria, which keeps the effort to a manageable level. 



Enterprise Resource Planning (ERP) software as well as an 
established Energy Management System (EMS) can serve as 
a suitable source for information on process materials, 
process-related waste, and energy usage, respectively. Ideally, 
ERP and MES can be directly linked to machine-specific data 
from the Manufacturing Execution System (MES) to capture 
material and energy flows in real-time, convert them into 
CO2e, and assign them to specific products. [25], [74], [75]  

If primary data collection is not feasible or requires 
disproportionate effort, secondary data from external sources 
can be used. LCA databases are a useful source of secondary 
data as they contain activity data and emission factors for 
various products and processes. LCA software also integrates 
data from such directories. There are numerous databases 
available, some with a geographical or industry-specific 
focus. LCA databases can significantly reduce data collection 
efforts. However, the wide range of options can make it 
challenging to select appropriate datasets [10]. Kiemel et al. 
provide an overview of some common LCA databases.  
Table V presents a shortened version of their list, focusing on 
those databases, which are relevant for this research and 
integrate the highest number of datasets. 

TABLE V.  OVERVIEW OF SEVERAL LCA DATABASES 

Database 
Number of 

datasets 
Sector Region 

ecoinvent 18.000+ Generic Worldwide 

GaBi 15.000+ Generic Worldwide 

cm.chemicals 10.000+ Chemicals, plastics Worldwide 

ProBas 8.000+ Generic Worldwide 

US LCI Public 6.000+ Generic USA 

 

Additionally, LCA databases can be found in the Global 
LCA Data Access Network (GLAD), which is one of the 
largest database directories currently available. The European 
Platform on LCA also maintains a directory containing 
datasets from various providers [79]. As part of openLCA 
Nexus, GreenDelta provides a list of databases, which can be 
used in combination with openLCA [80]. 

Calculating the total emissions 

After collecting all relevant data for each unit process, the 
corresponding energy and material flows are assessed in terms 
of their climate impact. To do so, they must be converted into 
a common unit. On-site direct emissions data only need to be 
converted if they were not measured in the form of carbon 
emissions. In these cases, they must be transformed into CO2e 
using the GWP factor of the respective GHG [25]: 

 � =  � ∙ ��� (1) 

� Emissions in kg CO2e 
� Direct emissions in kg THG 
��� Global warming potential in kg CO2e/kg GHG  

Emission factors enable the standardized and efficient 
conversion of activity data into GHG emissions or CO2e. They 
indicate the amount of GHG emissions emitted by a specific 
process in relation to a suitable reference value. By 
multiplying activity data by the corresponding emission 

factors, the GHG emissions of the input and output flows of 
this specific process can be determined [25]:  

 � =  	
 ∙ ��
 ∙ ��� (2) 

� Emissions in kg CO2e 
	
 Activity data in i units 
��
 Emission factor in kg CO2e per i unit 
� Energy, mass, volume, distance, or time, … 
��� Global warming potential in kg CO2e/kg GHG 

Emission factors can be obtained from LCA databases. 
The availability of precise emissions data varies depending on 
the sector and region. However, the standard LCA databases 
can effectively cover many industrial processes. The use of 
emission factors may result in inaccuracies in certain 
circumstances, particularly if the process’ specific conditions 
deviate significantly from the assumptions on which the 
emission factor is based. Therefore, emission factors should 
accurately reflect the underlying conditions of the process 
under consideration. 

Allocating emissions 

In production, different products often emerge from the 
same process or are handled together. Therefore, process-
related inputs and outputs, along with the resulting GHG 
emissions, must be allocated accordingly. However, this can 
be challenging, since it is not always possible to establish a 
causal attribution based solely on objective, scientific-
technical criteria. If one of the outgoing products is waste 
rather than a commodity, then all inputs and outputs, as well 
as the associated emissions, are attributed to the main product, 
making allocation obsolete in any case. If the process being 
considered generates two or more products in a commercial 
sense, both ISO 14067 and the GHG Product Standard suggest 
the following approach [8], [25], [27]: 

1. Avoidance of allocation through process subdivision, 
redefinition of the functional unit, or system extension 

2. Allocation based on physical relationships (e.g., mass or 
volume) 

3. Allocation based on economic value. 

To enhance the accuracy of the PCF study and avoid 
allocation issues, it is recommended to select small unit 
processes, which represent indivisible process steps 
Therefore, it is crucial to assess whether the process being 
considered can be divided into smaller sub-processes, each of 
which can be assigned precisely to one product to prevent 
allocation. Another way to avoid allocation is to redefine the 
functional unit or expand the system boundaries so that the 
analyzed product includes the functions of the by-product as 
well. If neither of these options is feasible, emissions must be 
attributed based on the physical relationship between the 
products or their economic value, respectively. 

Calculating the PCF per functional unit 

Eventually, the total amount of carbon emissions is 
assessed by adding up all GHG emissions of the relevant unit 
processes. It is crucial to ensure that all emissions relate to the 
specified reference flow to ensure that the PCF refers to the 
defined functional unit. 



IV. CONCLUSION AND OUTLOOK 

Despite PCF’s growing relevance, many companies, 
particularly smaller ones, face challenges in implementing 
carbon assessment practices at the product level. This 
guideline addresses these challenges by providing a 
systematic analysis and guidance for determining the PCF 
within the context of sustainable manufacturing practices. By 
means of a literature-based approach this practical guide 
covers crucial elements such as choosing an appropriate 
reporting standard, selecting suitable software tools, and 
collecting process-related data. It focuses on two central 
issues. It outlines the process of a PCF study, providing a 
structured step-by-step guide for practical implementation and 
presents solutions to specific challenges, which may occur 
within the respective phases. 

The comparison of three common PCF standards, PAS 
2050, the GHG Product Standard, and ISO 14067, sheds light 
on their similarities and differences, aiding companies in 
choosing the most appropriate one for their specific 
circumstances and objectives. When selecting a standard, it is 
crucial to consider various factors such as the study’s purpose, 
internal policies, legal regulations, industry-specific 
initiatives, and the geographical scope. While ISO 14067 
offers a flexible, broad approach, PAS 2050 and the GHG 
Product Standard provide more detailed requirements. ISO 
14067 serves as a versatile option, especially in the absence of 
specific regulatory requirements. Additionally, its results can 
be seamlessly integrated into a more comprehensive LCA in 
accordance with ISO 14044. ISO 14067 excels in providing 
clear requirements for transparent reporting also in the context 
of a partial PCF. Where ISO 14067 lacks practical 
applicability, the GHG Product Standard can provide 
additional guidance. With focus on internal use, all three 
guidelines are suitable for determining the PCF in production. 
However, the GHG Product Standard offers comprehensive 
guidance on identifying reduction potentials. PAS 2050, the 
GHG Product Standard and ISO 14067 can complement each 
other due to methodological overlaps. However, despite 
efforts towards standardization, there are methodological 
variations in the examined approaches, which must be 
carefully considered when interpreting results. 

LCA software helps to tackle the complexity of PCF 
assessment by reducing manual calculation efforts and easing 
data collection, improving the efficiency of CF analysis. 
Therefore, this guideline provides an overview of various 
LCA software and databases, as well as a qualitative 
evaluation of the four most widely used tools: GaBi, 
openLCA, SimaPro, and Umberto. This supports companies 
in the selection of a suitable application. For companies with 
limited budgets or expertise, openLCA may be a cost-
effective solution. GaBi and Umberto stand out for their 
ability to provide an intuitive visualization of the product 
lifecycle through their graphical user interface, while SimaPro 
offers a slightly better visualization of results.  

Following this, crucial steps of PCF assessment such as 
defining the functional unit, establishing the system boundary, 
and collecting process-related data are addressed. Users are 
guided through each of these phases as essential terms and key 
concepts are explained. Several key aspects of each phase are 
presented as follows: 

• Defining the scope of the study: The functional unit is a 
standard reference, defining the product system based on its 

quantified performance. The system boundary represents the 
interface between the product system and its environment, 
including all relevant unit processes. 

• Identifying all relevant processes: The process flow 
diagram models the system boundary, all relevant unit 
processes as well as the associated inputs and outputs. It serves 
as the basis for capturing primary data in production. 

• Collecting process-related data: GHG emissions in 
manufacturing are driven by energy, material, and waste 
flows. Digital tools can facilitate data collection by linking 
different data sources. Integrating ERP software with EMS 
and MES enables real-time recording of material and energy 
flows as well as their allocation to the analyzed product. LCA 
databases can be useful for filling data gaps when collecting 
primary data is not feasible. In order to support companies in 
assessing the environmental impact of their own shopfloor, a 
concise compendium of 24 case studies across different 
manufacturing technologies is presented. Intended as a 
handbook, it serves as a valuable reference for collecting PCF 
data. 

• Allocation of emissions: Allocation should be avoided 
through process subdivision, redefinition of the functional 
unit, or system extension. 

• Calculating the PCF: Process inputs and outputs flows are 
assessed for their climate impact, using emission factors to 
convert activity data into GHG emissions or CO2e eventually. 
It is crucial to ensure that emission factors reflect the specific 
conditions of the regarded process as accurately as possible 
and that all carbon emissions refer to the defined functional 
unit.  

This guideline provides a solid foundation for PCF 
assessment in manufacturing. However, further research and 
improvement opportunities exist, particularly regarding its 
practical orientation. Future work may include implementing 
the guide in actual manufacturing environments to validate its 
effectiveness. At a university’s production laboratory, the 
measurement based automatic PCF assessing for electrical 
drives, the regarding energy grid executed on Direct Current 
and the influences of bidirectional charging based on this 
guideline is in research [81]-[84]. The methodology might 
also be used in other areas of the automotive industry beyond 
battery manufacturing. Studies focusing on wire harness 
production, e.g., have so far only considered the material and 
logistic implications but not the actual manufacturing 
emissions [85], which mirrors current best practices in life 
cycle assessment for academic purposes [86]. Additionally, 
expert interviews or the inclusion of industry stakeholders 
could help provide insights into sector-specific requirements 
and challenges, enhancing the guide's practical feasibility. 
Furthermore, future research could aim to advance 
methodologies for collecting PCF data and explore innovative 
approaches to streamline the assessment process. However, 
this research already supports manufacturing companies in 
their efforts to contribute to climate change mitigation and 
meet the environmental expectations of various stakeholders. 
Thus, the proposed solutions have the potential to empower 
businesses to achieve both environmental and economic 
sustainability. 
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Abstract— Neodymium Iron Boron (NdFeB) magnets 
provide the best magnetic properties and are therefore key 
components for many green technologies. This leads to steeply 
rising demand for the related rare earth (RE) elements, with e-
mobility as central driver. The supply situation for RE magnets 
is characterized by the dominance of the PR China for the entire 
value chain causing various problems for the European 
industry. A potential countermeasure to reduce the dependency 
on imports is the implementation of a closed raw material cycle 
within the European Union (EU). Especially the recycling of 
automotive traction drives provides high potential for the 
recovery of RE magnets but is complicated by various technical 
and organizational factors. As result currently no recycling is 
industrialized for the recovery of RE magnets from traction 
drives of end-of-life (EOL) electric vehicles (EV). 

In this context the following paper presents a general 
concept for the recovery of RE magnets from automotive 
traction motors. The focus is set on the extraction process of the 
magnets from the rotor and the related thermal 
demagnetization step. Finally, the achieved results are evaluated 
regarding the transferability to a potential series process.  

Keywords— Rare earth magnets, circular economy, recycling, 
electromobility, traction drives, thermal demagnetization  

I. INTRODUCTION 

The global automotive industry is currently undergoing a 
major technological transformation driven by ambitious 
climate targets set by most industrialized nations to reach the 
1.5° goal defined in the Paris agreement [1]. This change aims 
for significant decarbonization in the transportation sector, 
which is one of the main drivers of global greenhouse gas 
emissions [2–4]. So currently conventional road vehicles 
powered by fossil fuels contribute to approx. 20% of global 
CO2 emissions [2, 5–7]. In addition, another goal is to reduce 
emissions of pollutants with regulation becoming increasingly 
strict in many regions [8–11].  

A central component of this change is the strong expansion 
of low and zero emission vehicles with a clear focus on 
electromobility while conventional vehicles powered by fossil 
fuels are projected to have no long-term future in many 

countries due to political regulations. Countries or regions that 
have defined specific dates for a ban of non-zero emission 
light vehicles (LV) include for example Norway (2025), the 
European Union (EU, 2035), the United Kingdom (UK, 
2035), the People’s Republic China (PRC, 2035), Japan 
(2035), Canada (2035) and several states of the United States 
of America (USA, 2035). [7, 8, 12]  

In the EU alone, 30 million zero-emission vehicles are to 
be in operation by 2030 [13]. Internal combustion engines 
(ICE) powered by alternative fuels such as hydrogen, 
ammonia, biofuels and synthetic fuels may still play a minor 
role in the medium term, mainly in freight transport, niche 
applications and for the existing vehicle fleet. However, most 
vehicles in key markets are expected to be electrically driven 
in the medium term, with a predicted exponential growth in 
the global electric vehicle (EV) fleet as shown in Fig. 1. [2]  

Fig. 1: Global sales of electric light vehicles (data source: [11]) 

In 2023, almost 13 million EVs were sold worldwide, 
resulting in a market share of 15% and a total electric vehicle 
stock of almost 40 million units. Depending on the market 
scenario, these figures could rise to 60 (approx. 50% market 
share) to 75 million units per year (approx. 65% market share) 
by 2035. Battery electric vehicles (BEV) are expected to 
dominate, but during the transition period, plug-in hybrid 
electric vehicles (PHEV) will maintain relevance. In addition, 
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fuel cell electric vehicles (FCEVs), which also require an 
electric drivetrain, have some market potential, particularly 
for commercial vehicles [11]  

The electric drivetrains of full-electric vehicles are simpler 
in terms of the number of components and manufacturing 
complexity than those of vehicles with ICEs, because electric 
motors have fewer moving parts than combustion engines, 
transmissions can be simplified or even eliminated, and no 
clutch and exhaust systems are required. But in parallel, the 
importance of critical raw materials is increased [14–16]. This 
raises the risk of supply chain disruptions and necessitates 
careful consideration of ecological and social factors, with 
growing pressure from political entities and consumers [2]. 
Recent crises, such as the COVID-19 pandemic and the war 
in Ukraine, have highlighted the vulnerability of global supply 
chains in the automotive industry. These events led to 
production stops due to disruptions in the supply of for 
example semiconductors and wiring harnesses, and a 
substantial increase in raw material costs. [17, 18] In this 
context, the intrinsic interest of companies in securing a steady 
supply of critical raw materials has grown, alongside 
increasing regulatory pressure. An example of a 
corresponding measure is the EU's Critical Raw Materials Act 
(CRMA) which also categorizes relevant raw materials in 
terms of their criticality [19, 20].  

II. RELEVANCE OF RARE EARTH ELEMENTS FOR EVS 

AND CORRESPONDING MARKET SITUATION 

Recently, there has been a strong focus on the end-of-life 
management of traction batteries which contain critical raw 
materials such as nickel, cobalt, manganese and lithium [16, 
21, 22]. Sufficient recycling technologies have been 
developed, which have been industrialized by vehicle 
manufacturers and independent recyclers with steadily 
growing capacities [23–25]. In addition, business cases for 
reuse and recycling have been developed and a legislative 
framework such as the EU Battery Regulation of 2023 has 
been established [25–27]. 

Such a development is still pending for other critical raw 
materials. This primarily concerns rare earth elements (REE), 
which are used in the drive train of EVs. The dominant share 
of electric vehicles is powered by permanent magnet (PM) 
motors equipped with neodymium iron boron (NdFeB) 
magnets. Depending on the region, the market share of this 
motor type is between 60 and 95%, because it provides 
superior properties in terms of efficiency, torque and power 
density [28–34]. Hybrid vehicles are generally dependent on 
PM motors for packaging reasons [33, 35, 36]. Disadvantages 
are the high costs for the magnets, which can account for up 
to 50% of the total motor costs, and the supply chain risk [37]. 
As result some original equipment manufacturers (OEM) use 
other motor types, such as induction motors and externally 
excited synchronous machines, although the technical 
properties are inferior to PM motors [2, 21, 28, 30, 34, 35]. 

Current automotive PM motors contain several kilograms 
of sintered NdFeB magnets which provide the highest 
maximum energy product of all relevant hard magnetic 
materials. Typical quantities range from 1.0 to 3.0 kg [36–39]. 
These magnets consist of about one-third rare earth metals, 
primarily neodymium (Nd) but often also significant amounts 
of praseodymium (Pr) for cost reduction [40]. In addition, 
small concentrations of heavy rare earth elements (HREE) like 
terbium (Tb), dysprosium (Dy), gadolinium (Gd) and 

holmium (Ho) are added to improve properties such as the 
anisotropy, the coercivity and as result the temperature 
application range, despite their high cost [37, 40–43]. Due to 
its strong expansion (cf. Fig. 1), e-mobility is the main driver 
for growing demand for these elements alongside wind power. 
By 2030, 25% of global demand for Nd could be used for 
electric vehicles, with over 90% being applied for the 
drivetrain. [29, 37, 44] The relevance of electromobility is 
even higher for HREE, as temperature stability is essential for 
highly stressed vehicle motors [30, 41, 44].  

The supply situation for RE magnets and the associated 
REEs is dominated by the PRC, which has major market share 
for the entire value chain as shown below. This includes all 
production steps from ore extraction to refining, alloy 
production, and magnet manufacturing. [28, 40, 41]  

Fig. 2: Market shares for the main value-added steps in the production of 
RE magnets (data source: [29]) 

This poor market diversification creates various problems 
for other economies, including supply chain risks, which are 
exacerbated by political interventions. A notable example is 
the crisis in 2010, triggered by a trade dispute between China 
and Japan. [15, 29, 30, 45, 46] Furthermore, the significant 
cost impact of RE magnets on motor production is intensified 
by continuously rising prices and price volatility [40, 41]. In 
the medium term, demand could even exceed supply, as RE 
magnets also play a crucial role in other strategic technologies 
such as wind turbines, small electric vehicles, industrial drives 
and household applications such as heat pumps and air 
conditioning systems [21, 30, 36, 41, 47]. Since RE magnets 
are challenging to substitute, both the EU and the USA have 
declared relevant REE to be critical raw materials of the 
highest category as shown in Fig. 3 [15, 21, 29, 40, 48, 49].  

Fig. 3: Categorization of REEs as critical raw materials acc. to [40] 



 

 

In addition to the economic impact, social and ecological 
factors that are also becoming increasingly relevant for OEMs 
must be considered. Primary production of REE in Asia has a 
high carbon footprint and often violates ecological and social 
standards, especially as a significant portion of the ore 
originates from illegal mining. The high consumption of 
energy and water is problematic, as well as radioactive mining 
waste from thorium and uranium residues. [30, 37, 44, 50, 51]  

III. RECYCLING POTENTIAL OF RARE EARTH MAGNETS 

FROM TRACTION DRIVES 

To increase the resilience of supply chains for critical raw 
materials there are several potential measures, which 
complement each other. According to Sprecher et. al. possible 
mechanisms include diversification of supply, stockpiling, 
improvement of material properties and substitution to reduce 
demand [45]. All these measures are relevant for REEs. 

Stockpiling is a short-term measure that can mitigate the 
impact of temporary supply chain disruptions [46]. The 
development of alternative sources has a greater effect. This 
can be realized by new primary production as well as the 
establishment of circular economy [15, 45, 46]. Many nations 
are pursuing the exploitation of domestic deposits, such as the 
USA, Australia, Canada and Sweden [37, 50]. In principle, 
REEs are widespread, but only a few deposits are worth 
mining. Environmental regulations, a lack of cost 
competitiveness, high investment requirements and the lack of 
industrial processing expertise are problematic, meaning that 
a considerable time span is required to build up alternative 
supply. [15, 37, 46, 51]  

Material optimization and substitution approaches aim to 
reduce the demand for rare earths, whereby the methods are 
diverse [46, 52]. The composition of NdFeB alloys is often 
varied in order to replace expensive rare earths such as Nd, Dy 
and Tb with other elements [40, 41, 46]. The grain boundary 
diffusion process allows HREEs to be used very efficiently, as 
their concentrations are only increased locally [53, 54]. There 
are also attempts for material substitution by applying other 
magnetic materials such as samarium-cobalt (SmCo), hard 
ferrites or iron nitride magnets, but these have inferior 
properties or are not yet sufficiently mature for product 
application [55, 56]. Technical substitution based on 
alternative motor types (e. g. induction motor, externally 
excited synchronous machine, switched reluctance motors) 
completely avoid the usage of magnets. Emerging PM motor 
topologies, such as the axial flux machine, which has high 
application potential for traction drives, use the magnetic 
material more efficiently. Optimized cooling of the motors 
during operation can help to reduce the necessary quantities of 
HREEs. [52, 57] 

A holistic approach is necessary, as no single measure will 
likely resolve the problems resulting from the current poor 
market diversification. With the CRMA, the EU has created a 
legal framework to promote secure supply with critical raw 
materials, thereby increasing the pressure on relevant 
stakeholders to act. The regulation defines that the EU should 
be able to extract 10 % and process 40 % of its annual 
consumption of strategic raw materials by 2030. Another key 
measure is recycling, which is expected to contribute 25 % of 
the European demand. [19] Recycling is also much more 
sustainable, as up to 50% of energy can be saved and pollutant 
emissions are avoided [50, 58]. 

Accordingly, recycling could make a major contribution to 
resilient and sustainable supply, but neither the technical nor 
the organizational requirements are given at the moment. 
Therefore, currently no systematic recycling of RE magnets 
takes place within the EU, meaning that the European 
recycling share is only around 1 %. [29, 59–61]  

In this context, automotive traction drives are a promising 
reference application to start circular economy for EOL 
magnets within the European Union [30, 36, 62]. 
Corresponding developments were launched in the wake of 
the 2010 raw material crisis but have not been completed or 
industrialized [63, 64]. Ultimately, the recycling of magnets 
from traction drives failed in the past due to a lack of vehicle 
volumes and economic competition from primary production. 
This situation has changed significantly as a result of the 
expansion of electromobility and the changed legal 
framework conditions. It must also be considered that due to 
the comparatively long product life span of vehicles, a 
significant number of retired products are only available 
several years after market entry, whereby a service life of 12 
years is realistic for BEVs [65]. Accordingly, a significant 
number of EOL traction motors are only now to be expected, 
whereby a strong expansion of recycling capacities will be 
necessary in the near future (cf. Fig. 1). 

Due to the combination of product volumes and installed 
magnet mass, EOL vehicles represent a major source of 
secondary material also including a high stock of HREEs 
based on the used quality grades [36]. While around 5,000 
tons of RE magnets have been used in electric vehicles 
worldwide in 2019, this number could rise to between 40,000 
and 70,000 tons by 2030, depending on the market scenario 
[29]. In addition, automotive drives have further advantageous 
product properties that favor the magnet recycling as 
summarized in Fig. 4. 

Fig. 4: Characteristics of automotive traction drives that favor RE 
recycling 

These factors include e. g. the size of the motors and 
magnets, the comparatively high degree of product 
standardization and the better availability of product data 
compared to consumer goods. There are also organizational 
factors supporting the recovery of RE magnets from EOL 
vehicles. In addition to political regulation, these comprise an 
already high recycling rate for EOL vehicles, an existing 
collection and recycling infrastructure and synergies with the 
processing of other relevant assemblies. Furthermore, leading 
OEMs and Tier 1 suppliers for BEVs and drive systems are 



 

 

located in Europe, the USA and Japan, which have an intrinsic 
interest in magnet recycling. As result, these companies can 
support the establishment of circular economy by financial 
investments, by providing product and process data and by 
own development capacities. While in the past, discarded 
vehicles were mostly processed by independent recyclers, it is 
conceivable that the recovery of strategically important 
components and materials will increasingly take place with 
the involvement of OEMs in the future. This is currently the 
case with battery recycling, where OEMs started to operate 
their own recycling facilities or have formed alliances with 
specialized recycling companies [25].  

IV. EXTRACTION STRATEGY FOR RARE EARTH MAGNETS 

FROM END-OF-LIFE TRACTION DRIVES 

In most industrialized countries legislative systems for 
EOL vehicles exist, which regulate the processing and define 
specific material recycling rates [66]. The European 
“Directive on end-of-life-vehicles” requires a share for reuse 
and recovery of 95 % [67]. Discarded vehicles are usually 
processed by shredding, whereby the process chains used are 
very similar globally. The procedure normally comprises the 
steps depollution, manual dismantling, compacting by car 
hulks and shredding by hammer mills. Afterwards the 
resulting material mixture is sorted utilizing different 
methods. Assemblies such as the drivetrain, the traction 
battery or tires are usually removed during dismantling 
because they contain hazardous or valuable materials, spare 
parts or impede further processing. [24, 63, 66, 68]  

In principle, magnets from traction drives can either be 
recycled or reused. The latter is complicated by the fact that 
the magnets are mechanically very sensitive, and their 
geometry and composition are not standardized. 
Consequently, it is challenging to feed them into motor 
production, especially since the automotive industry has high 
quality requirements. [63, 69, 70] There are also approaches 
to remanufacture complete traction drives after disassembly  
(cf. Fig. 6) [71–73]. This is particularly relevant given that the 
motors, and the magnetically active parts within them, rarely 
fail [74]. However, due to long product lifespans, it is 
unrealistic to expect sufficient utilization of refurbished 

motors outside of spare parts supply without extensive product 
standardization. Another problem in both cases is that non-
destructive disassembly is very difficult to achieve and 
requires a long cycle time. [63, 69, 75, 76] 

Material recycling is a more flexible approach, whereby 
various procedures are conceivable. In order to allow effective 
magnet recycling, the shredding of traction drives that is often 
practiced after extraction should be avoided [63, 71]. 
Although the applied sorting processes enable effective 
recovery of the metallic material groups steel, aluminum and 
copper, they cannot differentiate between hard and soft 
magnetic materials. As a result, RE magnets, which are only 
present in very low concentrations in the shredded material, 
usually end up in the steel production slag, from which they 
cannot currently be recovered. [29, 41] The development and 
industrialization of suitable processes for the separation of 
hard and soft magnetic material mixtures is very attractive for 
applications where dismantling is not worthwhile, which is 
not the case for traction drives due to the factors mentioned in 
Fig. 4. Alternatively, hydrogen depreciation can also be used to 
extract the magnets, but this process is very time-consuming 
and technically complex for large rotors, making it unsuitable 
for large-scale application [62].  

Instead, a multi-stage dismantling approach is preferred 
according to Ihne, et. al. which is visualized by Fig. 5 [68]. A 

Fig. 5: Potential overall process chain for the recovery of REEs from automotive traction drives by material recycling (based on [68]) 

Fig. 6: Typical structure of a traction unit based on PM motor (image 
source: ZF Friedrichshafen AG) 



 

 

similar approach is presented by Heim, et. al [70]. The 
material obtained in this way can then be further processed 
hydro- or pyrometallurgically to extract REEs for magnet 
production, for which various process variants are available 
[41, 60, 77].  

The process starts with the extraction of the drive train 
from the EOL vehicles. The drive is usually a unit consisting 
of the motor, a gearbox and an inverter in a common housing 
as shown in Fig. 6. If the vehicles are to be recycled 
independently of the OEMs by recycling companies, the 
vehicle type and as result the motor design should first be 
identified based on data bases. Drives without magnets can be 
sorted out for shredding.  

Afterwards the traction unit should be pre-treated in 
preparation for magnet extraction which is visualized below.  

Potential process steps involve condition classification, 
cleaning, removal of insulation covers and scanning of 
information labels to gain product data. Depending on the 
individual condition, the drives can be processed in different 
ways. For example, drives that are in particularly good 
condition can be refurbished to generate spare parts or drives 
that are too heavily damaged for dismantling can be sorted out. 
This is followed by sequential disassembly, whereby the 
individual sub-assemblies are separated and peripheral 
components can be removed. At the same time, 
environmentally harmful operating liquids such as lubrication 
oil from the gearbox and coolant should be removed. 
Automated approaches based on robots and camera systems 
exist for these process steps [71, 72, 76]. However, 
dismantling is a complex process with a long cycle time and 
not all single steps can be easily automated [75, 76]. As result 
destructive separation of the main assemblies and extraction 
of the rotor has been investigated. It has been shown that, due 
to the brittleness of the cast aluminum housing, it is possible 
to extract the rotor with a hydraulic press without damaging it 
in relevant extent. The process time was less than two minutes. 

The magnet extraction from the rotor is highly depending 
on the specific rotor configuration. A typical design is shown 
in Fig. 7. 

A basic differentiation can be made between two design 
principles. In the case of surface mounted permanents 
magnets (SMPM), which are often used in hybrid 
applications, the magnets are located on the rotor surface. 
Accordingly, the magnets can be sheared off using a specific 
tool. [63, 69] For BEVs, the interior permanent magnet (IPM) 
configuration is the predominant design, which is 
characterized by the magnets located in cavities in the 
laminated rotor core. In most cases, the magnets are fixed by 
an adhesive bond, but they can also be overmolded or held in 
place with a force fit. [70, 70, 78, 79] 

Before removing the magnets, they should be 
demagnetized, as the resulting reaction forces make handling, 
disassembly and further processing more difficult and pose a 
danger to persons [68, 80]. Demagnetization can be achieved 
either by a applying an alternating magnetic field, known as 
degaussing, or thermally by heating above the material-
specific Curie temperature. Degaussing is an interesting 
option in terms of cycle time and energy efficiency but is only 
applicable if large batches of the same rotors are to be 
processed [70]. Thermal demagnetization is more flexible, but 
here a large thermal mass must be heated to a target 
temperature of approx. 320 to 400 °C based on the specific 
magnet composition. [63, 69, 70, 81] Reference 
measurements with the NdFeB magnets shown in Fig. 10 have 
shown complete demagnetization after 10 minutes in an 
electric furnace at a temperature of 330°C.  

Due to the high heat capacity, complete rotors must be 
kept at the target temperature for over an hour in order to 
achieve reliable demagnetization.  

Fig. 7: Typical structure of an automotive rotor in IPM configuration 

Fig. 8: Potential pre-processing of traction unit for magnet extraction 

Fig. 9: Destructive rotor extraction based on hydraulic tool 

Fig. 10: Properties and material composition of reference magnets 



 

 

The required process temperature can be provided in 
various ways. The possibility of inductive heating was 
proposed and discussed in [47] and [68]. This method is 
preferred due to potentials in terms of energy savings and 
cycle reduction. In tests with single rotor disks as shown in Fig. 
11, complete demagnetization at a target temperature of 
450 °C was achieved within 68 s. Oxidation of the magnets is 
not relevant, as the approach is based on material recycling. 

The rotor heats up inhomogeneously due to the external 
inductor, whereby the magnets are located in the particularly 
strongly heated zone and are additionally heated up by thermal 
conduction from the laminated core. Accordingly, low 
variation in terms of rotor diameter is primarily decisive for 
sufficient process flexibility. Axially movable induction coils 
offer additional flexibility, as many rotors differ only in terms 
of length. 

After demagnetization the rotor structure has to be 
dismantled according to the process shown in Fig. 12. 

Otherwise, magnet extraction is difficult or impossible, as 
the brittleness of the magnets prevents them from being 
pushed out in parallel and the individual rotor disks are often 
twisted radially in relation to each other [68, 70]. For this 
purpose, the rotor shaft is pressed out using a hydraulic press, 
whereby components such as bearings and sealing rings can 
often be pushed off in parallel. However, it is important to 
observe the correct pressing direction. In addition, damages to 
the laminated core that hinders magnetic extraction must be 
avoided. A maximum force of between 25 and 30 tons was 
measured for the reference rotor in order to remove the rotor 
stack and a bearing ring. If the individual disks are only held 
on the shaft by the thermal shrink fit, the disks do not have to 
be additionally separated. In case of additional fixation 
elements, further operations are required including for 
example the pressing out of cylinder pins and the hydraulic 
splitting of the laminated core.  

 Finally, the magnets have to be extracted from the 
segments of the laminated rotor core. This can be achieved by 
mechanical impact or pressing out. Both processes benefit 
from the thermal degradation of the adhesive bonds between 
rotor stack and magnets during thermal demagnetization. 
Typical epoxy resins used for bonding of magnets have a 
temperature stability until 220 °C [82]. As can be seen from 
the diagram in Fig. 13, the required press-out forces decrease 
significantly. Homogeneous heating favors the process. 

If the rotor laminations are not damaged, the magnets can 
also be removed by vibration at low frequencies (< 1 Hz) in 
this state. The main advantages are increased flexibility and 
the parallelization of the magnets removal.  

The collected magnets can then be cleaned to remove soot 
and adhesive residues. If necessary, the applied metallic or 
organic coatings can be removed chemically or mechanically 
before the material is hydro- or pyrometallurgically processed. 

SUMMARY AND OUTLOOK 

Within the present paper, the importance of a secure and 
sustainable supply with LREEs and HREEs for the expansion 
of global e-mobility is demonstrated. These elements applied 
for NdFeB magnets are among the most critical raw materials 
in most industrialized nations due to the combination of 
technical relevance, poor substitutability, and supply chain 
vulnerability. Recycling can significantly contribute to 
security of supply; however, the current technical and 
organizational prerequisites are lacking. Due to various 
factors, automotive traction drives are particularly suitable as 
a starting point for establishing an intra-European circular 
economy for REEs. The global automotive industry faces 
significant pressure to implement and upscale recycling 
processes in a timely manner due to vulnerable supply, cost 
competition, and regulatory requirements.  

In this context, this paper introduces and discusses a 
potential process chain for the processing of EOL traction 
drives, starting with the extraction of the drive unit from the 
discarded electric vehicle and culminating in the extraction of 
magnets. For maximum flexibility, the process aims to prepare 
material recycling based on process engineering solutions. 
The focus of the presented solution is set on mechanical and 
thermal processes and can be divided into the steps destructive 
rotor extraction, thermal demagnetization by induction, rotor 
dismantling and magnet extraction. To generate basic process 
knowledge, dismantling trials and experiments have been 
carried out based on a reference traction unit. These tests 
support the general feasibility, but further systematic 
investigations and process optimizations are still pending. In 
the future, there must also be a greater focus on design for 
recycling approaches to improve the automation potential of 
dismantling. 

Fig. 11: Test set-up for inductive demagnetization of single rotor disks 

Fig. 12: Dismantling of rotor structure with hydraulic press 

Fig. 13: Magnet extraction by press-out operation and related forces for 
single magnets of reference rotor disk 
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Abstract—With the increasing electrification of the 

powertrain across all mobility applications, the requirements 

for electric motors are becoming more and more diverse: 

Depending on the application, the requirements for power and 

torque vary greatly while at the same time keeping costs, weight 

and installation space must be kept to a minimum. While the 

radial flux design has established itself for electric traction 

drives in the market, axial flux motors also provide great 

potential for vehicles with high torque requirements and small 

installation space. The axial arrangement of the components 

within this topology allows many degrees of freedom in product 

design, which results in many sub-variants of axial flux motors. 

However, there is a lack of a uniform and consolidated 

categorization of these variating design features in both 

scientific literature and industrial practice. In this work, the 

different design features of axial flux motors were identified 

based on an extensive as well as systematic literature research 

and categorized according to uniform characteristics. As a 

result, the complex variety of different axial flux motor variants 

is systematized and standardized, which lays the foundation for 

a uniform categorization of this motor topology. 

Keywords—electric motor, electric motor production, axial 

flux motor, literature review, systemization, product, topology 

study, systematic review, categorization 

I. INTRODUCTION 

To date, electric traction drives have predominantly used 
electric motors with a radial flux design. This design is derived 
from the magnetic flux that runs radially to the direction of 
rotation between stator and rotor (RFM). The counterpart to 
this are electric motors with an axial flux design (AFM), in 
which the magnetic flux runs axially to the direction of 
rotation (Fig. 1). 

 
Fig. 1. Schematic comparison of a radial flux motor (RFM) (a) and an axial 

flux motor (AFM) (b) 

 

The disk-shaped arrangement of rotor and stator also gives 
this design the name "disk motor". This arrangement enables 
a more efficient use of the installation space, which results in 
the following significant advantages, among others: 

• Compact design: Due to their design, AFM can be 
built shorter in the axial direction. This offers more 
flexibility for integration in various applications. 

• Lower weight: The specific design of AFM results in 
better utilization of the materials, especially the 
magnetic material, and thus in a lower weight and 
therefore an improved power density. 

• Efficient cooling: The heat is distributed over a larger 
area of the electric motor and can therefore be 
dissipated more efficiently, making higher continuous 
outputs possible. 

These advantages make this design interesting for the use 
in mobility applications, as the compact design offers a wide 
range of possibilities for space-saving integration. [1, 2] 

Fig. 2 shows some examples of how AFM can be 
integrated into electric vehicles. The compact design of AFM 
allows it to be positioned close to the wheel with a differential 
or directly in the wheel. Compared to conventional electric 
drive axles, the space between the wheels can be used for 
additional battery capacity, for example. The electric motor on 
the crankshaft, between the combustion engine and the 
differential, enables particularly compact hybrid drives. 

 
Fig. 2. Exemplary placement of AFM in passenger cars [3] 

To date, there are many different design features of AFM. 
A uniform categorization of this multitude of features is still 
lacking. Such a categorization forms the basis for a generally 
understandable communication for the research and 
development of AFM. At the same time, standardization 
supports comparability and enables the classification of future 
technological developments. 
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Several categorizations of AFM can already be found in 
the scientific literature. However, these do not come to a 
uniform conclusion and differ in the characteristics identified, 
so that they do not form a sufficient categorization as a basis 
for the development of AFM. 

In their classification, GIERAS ET AL. focus in particular on 
the structural design of the stator. The design features that 
stand out are those of a slotted, a slotless and a salient-pole 
stator. In the case of the winding, they limit themselves 
exclusively to the distributed or concentrated winding design. 
[4] KAHOURZADE ET AL. and HABIB ET AL. show further 
variants of winding, which can be further subdivided into 
drum winding and ring winding. However, Habib et al. only 
consider these for coreless stators, whereas KAHOURZADE ET 

AL. distinguish between different designs for the stator core. 
[5, 6] HABIB ET AL. and GIERAS ET AL. discuss different 
geometric shapes of the magnets and their arrangements, 
although the results are not consistent. [4, 6] 

However, all works are similar in the fact that a distinction 
is made at the top level according to the arrangement of rotor 
and stator. This involves, firstly single-stator single-rotor 
(SRSS) structure [7] respectively an axial arrangement of a 
stator facing a rotor. This configuration forms the basic 
structure for a double-sided AFM setup, where the machine 
can either consist of two rotors and one stator in between 
(DRSS) or the other way around (DSSR). Whereas the former 
is also named Torus, due to the internal rotor the latter is called 
AFIR. The Multi-staged structures (MSMR), in turn, are 
formed from the axial alignment of one or more Torus or 
AFIR topologies. [4–6, 8] 

The SRSS structure offers both a high-power density and 
low total losses. However, its unbalanced axial attraction force 
that arises between the stator and rotor proves to be a 
drawback. This has negative effects on the bearings and can 
cause structural twisting, particularly under high rotor speeds. 
The double-sided AFM topology, AFIR or Torus, is 
mechanically stronger than the single-sided one due to the 
cancellation of the axial magnetic force and has a higher 
power density. While in the AFIR topology the stator 
windings only contribute to torque generation on one side, the 
Torus geometry uses the winding surface on both sides. As a 
result, the end windings in the Torus machine have a 
comparatively shorter length than in the AFIR geometry, 
which results in a higher motor efficiency and material 
utilization. [9, 10] 

 

Fig. 3. Overview of the different axial flux motor topologies 

An examination of these scientific studies shows that no 
uniform categorization of AFM exists to date. Therefore, a 
systematic literature research was chosen for this study to 
identify and summarize all known design characteristics of 
AFM and present them in a uniform categorization. 

II. METHODOLOGY 

The challenge of developing a comprehensive 
categorization of AFM is to ensure that as many variants of 
AFM as possible are recorded and included. To ensure this, a 
systematic literature search was carried out. The multi-stage 
procedure is shown in Fig. 4. 

The first step was to identify articles from various 
scientific databases. The databases IEEE, scopus, 
ScienceDirect, JSTOR and WebOfScience were used. The 
search terms were divided into three groups and linked to each 
other using corresponding operators, as shown in Fig. 5. A 
total of 3.176 articles were identified. 

Fig. 4. Result of the systematic literature search 

Duplicates were identified and removed during the 
screening phase. This allowed the article number to be 
reduced to 1,592. To determine the relevance of each article 
based on the title and keywords, articles containing less than 
3 and more than 10 keywords were excluded. This measure 
further reduced the number of suitable articles to 1.187. 

 
Fig. 5. Search terms and operators 
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Based on the title and keywords, the remaining articles 
were evaluated for their relevance to the categorization. This 
identified 121 articles, which were included in the final 
analysis. The last remaining articles were examined regarding 
design variables and variants of AFM. The variables and 
variants identified were included in the categorization of 
AFM. The result of this work is presented and described in the 
following section. 

III. RESULTS 

A preliminary review of the research results has shown 
that the identified literature focuses primarily on permanently 
excited synchronous motors and that separately excited 
motors, asynchronous motors, or reluctance machines only 
play a minor role for the AFM. Based on this finding, the 
categorization described in the following subsections will be 
limited to permanently excited synchronous machines. 

Firstly, the identified structures in relation to the stator and 
the winding will be discussed. Subsequently, the rotor and the 
different characteristics in relation to the magnets will be 
described. In addition, the different cooling methods for these 
four components will be explained. Finally, the components 
that have been discussed will be analysed in terms of the 
applied materials. 

A. Stator topology 

The structure of the stator can be categorised on a first 
level with regard to a ferromagnetic or non-ferromagnetic 
core. In a stator structure with the latter, also known as 
coreless or ironless, the magnetic stator core is replaced by a 
non-magnetisable polymer, such as soft magnetic composite, 
amorphous metal or charged polymers, results in a reduction 
of mass. Due to this the motor efficiency can be increased for 
the same motor torque. In addition, there are further 
advantages such as lower costs, no axial force on the stator in 
zero current state, no torque pulsations, no cogging torque as 
well as no hysteresis and eddy current losses. [4, 11] In 
addition, AFM with ironless structures, such as those 
proposed in LONG ET. AL. [12], HALSTEAD [13], BUTTERFIELD 

[14] and GREAVES ET. AL. [15], can be produced in a simple 
and efficient manner. On the other hand, the absence of the 
magnetisable core leads to a lower magnetic flux density in 
the air gap, which in turn reduces the motor torque and power. 
[4, 9, 16] Due to these power limitations, ironless motors are 
usually not suitable for traction applications. These also 
include AFM with stators which are produced by printed 
circuit boards. 

In case of ferromagnetic stator, the core is made of 
ferromagnetic materials and the structure can be differentiated 
between a slotted, unslotted, yokeless or salient pole design. 
In the case of a slotted structure, the stator is made with 
grooves in which the coil windings are accommodated. This 
structure results in a rigid stator design with a small air gap 
between rotor and stator. [7, 9] The main disadvantage of a 
slotted stator is the so-called cogging torque, which is caused 
by an interaction between the permanent magnets of the rotor 
and the stator slots in the area of the air gap. The interaction 
leads to a torque that depends on the rotor position and is 
therefore non-uniform. [17] In case of an unslotted stator, the 
coils are attached to the stator surface. This kind of structure 
decreases torque ripple but features a larger air gap to 
accommodate the windings. This leads to an increased use of 
copper and permanent magnet material to compensate the 

drop in air gap flux density. Further the unslotted structure 
features challenges in terms of fixing the winding to the stator 
and secure the position against forces occurring during 
operation. [7, 9] 

A compromise between an iron core and an ironless design 
represents the yokeless structure. In this variant, the 
ferromagnetic core of the stator is broken down into separate 
individual segments [18, 19]. This is why the structure is also 
referred to as segmented [20]. The individual teeth of the 
stator are no longer connected via a magnetic back iron, but 
are instead fastened to a polymer ring, e.g., with the aid of 
screws, a clamp or by adhesive [17]. This arrangement also 
helps to reduce the stator weight and volume, its costs as well 
as the losses inside the core compared to conventional AFM 
structures [19–21]. 

AFM generally suffer from high torque ripples [22–24]. 
Some of the measures that can be taken in this regard are 
presented in the next section. For example, the slots in the 
stator can be arranged skewed. Skewing significantly reduces 
the torque ripple while increasing the magnetic flux at the 
same time. The skewing of the stator winding has a similar 
effect to that of the magnets, which will be described in a later 
section. Due to the simpler production of skewed magnets, 
however, skewed windings are rarely encountered and non-
skewed windings are generally used here. [24, 25] 

LETELIER ET. AL proposes another approach based on an 
FEA simulation. Here, the stator coils are divided into two 
symmetrical rotor-stator sections. In both electromagnetic 
circuits, there is an interaction between the stator teeth and the 
rotor magnets. Based on an FEA calculation, the winding 
offset between the two stator windings could be optimised so 
that the maximum cogging torque value could be reduced by 
50% compared to the initial situation. [26] This slot 
displacement technique can be used due to the symmetry in 
the SSDR structure. However, no real application of this 
proposal can be identified. 

For the structure of a single tooth, a distinction can be 
made between a salient or non-salient pole in a final 
hierarchical level. Similar to the radial flux machine, stator 
teeth here have an overlap beyond the axial height of the coil. 
In the case of a non-salient structure, the stator teeth are axially 
flush with the coil. [4] The advantages of the salient over a 
non-salient structure lie in the effective conduction of the 
magnetic flux and a reduction in the need for rare earths. 

B. Winding 

About the winding, a differentiation is made between the 
selected conductor topology and the associated form of the 
winding.  

1) Form 
Depending on the motor design, the form of the individual 

coils and their orientation usually varies. A distinction can be 
made between drum and ring windings [5, 7, 9, 17, 27–29]. 
Drum windings are usually trapezoidal coils that are arranged 
in a circle on the stator. If these are embedded in slots in a 
slotted stator, they are also referred as tooth windings. Further 
those are usually connected in the circumferentially along the 
inner and/or outer radius and can be either non-overlapping, 
respectively concentrated, or overlapping, respectively 
distributed. [10, 30] The drum-winding can be used in 
combination with the SRSS, the AFIR as well as the Torus 
topology [6, 10]. 



 

 

 

Fig. 6. Overview of the various superordinate AFM design features and their subordinate characteristics including associated possible combinations 

 

Ring windings, which are also known as toroidal 
windings, are connected to each other by means of a joint 
placed axially on the inner or outer radius [10]. Those 
windings are used exclusively in NN Torus topology and are 
characterised by a short length as well as radial protrusion, 
simple connection and stator design. [4, 10] 

Both winding forms can be either distributed or 
concentrated. In case of distributed drum windings two 
configurations are possible. Firstly, there is the option of 
arranging the drum winding in several layers with 
corresponding wiring (cf. Fig. 7left). In this case, the coil 
width of the drum winding is significantly larger compared to 
the concentrated winding. [31–34] To achieve the highest 
possible packing density in the case of an overlapping 
structure, the coils can be formed with offset bends on the 
inner and outer radius, to allow the coils to interlock. In 
addition, the coils can be made alternately larger or smaller in 
the radial direction. [4] Alternatively, the distributed winding 
can be formed over several meander-shaped conductors, 
which lie on top of each other in several layers. [32, 35, 36]  

Concentrated, non-overlapping drum windings have 
shorter end-windings compared to overlapping windings and 
are therefore a more effective regarding the material 
consumption (cf. Fig. 7 middle) [37, 38]. Further those are 
characterized by low manufacturing costs [19, 30, 38] as well 
as a higher modularity [37]. These advantages of non-
overlapping drum windings are offset by higher drag losses 
and periodic fluctuations in the motor torque, which are also 
known as torque ripple. Moreover non-overlapping windings 
have a lower winding factor, which causes a lower torque 
output compared to overlapping windings [33, 38]. Since the 
average electromagnetic torque is proportional to the winding 
factor, an electrical machine with low winding factor needs to 
compensate its lower torque with higher current density, 
which leads to higher Joule losses compared to a machine with 
a higher winding factor. [33] In addition, concentrated 
windings suffer from high assembly and contacting costs 
compared to meander-shaped distributed windings.  



 

 

 

Fig. 7. Overview of the different winding forms. Distributed ring winding 
(left), concentrated drum winding (middle), concentrated ring winding 
(right) 

The concentrated ring windings are exclusively applied in 
the Torus AFM topology and are wound directly onto the 
stator core or wound separately and then arranged alternately 
with the stator elements (cf. Fig. 7 right). In the latter case the 
stator has to be segmented to enable the coil assembly. Both 
the direct winding of the stator and the segmenting of the 
stator result in product- and process-related disadvantages 
compared to the use of drum windings, which is why the latter 
are used more often. [6, 10] Distributed ring windings can be 
manufactured productively with the aid of toroidal winding 
but this results in a lower fill factor, and therefore this 
technology and topology is also not widely used. 

2) Topology 
Concerning the conductor topologies used for the stator 

coils, round, flat and litz wires as well as hollow conductors 
can be identified, although the latter two are currently more of 
an exception in this application. Due to the higher fill factor 
that can be achieved with the flat wire compared to the round 
wire, the flat wire is used most frequently [17]. This high fill 
factor makes it possible to produce motors with a particularly 
high-power density. To reduce conductor losses due to the 
eddy currents, a trend towards even higher width-to-thickness 
ratios can be observed. This poses challenges for the bending 
processes used to form the coils. With regard to the application 
of round wire and flat wire in the different winding forms, it 
can be stated that drum winding are mostly wound from an 
insulated conductor with a round or rectangular cross-section 
[4]. In contrast to this ring windings are mostly wound from 
conductors with rectangular cross-section [17] 

Instead of increasing the width-to-height ratio of the flat 
wire further and further, another way to reduce AC winding 
losses, especially at higher rotational speeds, is to use litz 
wires. [39–43] However, the reduced fill factor compared to 
flat wire and the associated reduced thermal conductivity 
result in higher DC losses. Litz wires are currently primarily 
used in motors with an ironless stator core. Due to the 
mechanical properties, however, shaping and ensuring exact 
positioning pose a challenge. [44] 

With regard to the reduction of DC losses within the 
conductor, hollow wires can be used for axial flux motor coils 
[28, 42, 45]. The direct flow of coolant through the heat source 
can significantly lower the conductor temperature and thus 
reduce the associated joule losses. Compared to the use of flat 
wire, the structure of the hollow conductor results in a 
significantly reduced fill factor compared to flat wire. To 
compensate for this reduction in terms of current density and 
torque, the motor may need to be enlarged. [28] 

C. Rotor topology 

The rotor topology is differentiated with regard to the core 
material of the rotor and a distinction is made between a 
ferromagnetic core material and a non-ferromagnetic core or 
coreless setup. [4, 5, 46] 

1) Ferromagnetic core 
A ferromagnetic rotor core leads to a higher leakage flux 

in the magnets ends due to the fact they are surrounded by the 
ferromagnetic material. Also the overall thickness for 
ferromagnetic rotor discs is higher compared to non-
ferromagnetic variants because the rotor disk must not only 
provide the mechanical stability but also cover the magnets 
over their entire height. [5] On the other hand the fixation of 
the magnets inside the rotor disc and protection from external 
hazards and corrosion is much easier compared to coreless 
rotor design. Also, the implementation of cooling systems 
directly inside the rotor disc is easier due to space available. 
[28, 47] 

2) Coreless 
Using a non-ferromagnetic core for the rotor offers the 

potential of reduced cogging torque and overall lower eddy 
current losses due to the lesser extend of magnetic material 
overall in the motor [4] A coreless rotor design also enables 
the use of non-magnetic materials for the rotor disc aside from 
conventional materials like aluminium or laminated steel. 
Doing so a significant reduction in weight, cost an overall 
increase in machine efficiency can be achieved. [16] Thus this 
comes like an effectively increased air gap due to the often 
used surface mounted magnet placement in combination with 
a coreless rotor. [6] To reduce this effect often special magnet 
arrangements are used which require increased amounts of 
magnet material for the rotor assembly. [16, 48] 

D. Magnets 

The magnets in the rotor are categorized according to the 
magnet shape, the magnet position in the rotor disc and the 
arrangement of the magnetic field. Within these superordinate 
categories, there is also a subdivided differentiation with 
regard to different characteristics and combinations of the 
respective characteristics. [4–6, 49] Aside from that there are 
also machine designs which are based on the switched 
reluctance effect and therefore use only a minimum amount of 
magnet material or none at all. [50, 51] Those designs offer a 
cost-advantage compared to permanent magnet machines and 
are overall easier to manufacture and assemble, especially for 
large machines. [51] But they also pose some challenges like 
the higher torque ripple, the parasitic airgap and the fixation 
of the rotor segments onto the rotor backplate [50, 51] 
However, since there are rather few publications on the 
topology of the reluctance axial flux machine compared to the 
permanent magnet machine, as mentioned previously this 
design is not considered in more detail in this paper. 

1) Magnet form 
The magnet form can be differentiated between an overall 

segmented or non-segmented magnet design. The magnet 
geometry itself can be either skewed or non-skewed and 
realized in different basic shapes like trapezoidal, circular, 
semicircular or rectangular / square like shown in Fig. 8. [4–
6, 49, 52] 



 

 

 

Fig. 8. Overview of typical magnet shapes applied to the rotor disk. a) 
Trapezoidal, b) Circular, c) Semi-circular and d) Squared / Rectangular 
[4, 53] 

Using a segmented magnet design, the magnets for each 
pole are separated into multiple segments. In this case the 
magnets can be either separated in tangential direction or 
radial direction. [54, 55]. Depending on the size of the 
machine and therefore of the respective magnets needed, the 
eddy current path can be correspondingly long. To reduce 
these losses the magnets can be segmented. The more 
segments there are, the lower are the eddy current losses due 
to the blockage of the eddy current path and therefore the 
efficiency increases. The complexity of manufacturing the 
magnets on the other hand increases with an increasing 
number of segments. [55] 

Non-segmented magnet designs consist of one magnet per 
pole and offer compared to segmented magnets a higher 
average air-gap flux density and a higher torque density with 
the cost of higher PM losses. [56] This leads to overall higher 
temperatures in non-segmented magnets which can result in a 
demagnetization. However, this downside can be 
compensated for by optimizing the machine design and also 
conventional sintered non-segments magnets are much more 
cheaper than segmented versions [56] 

Both magnet designs, segmented and non-segmented can 
either have a skewed or non-skewed geometry, some 
examples are shown in Fig. 9. [49, 52, 57] 

 

 

Fig. 9. An exemplary overview of different skewing designs. a) Fan-
shaped, unskewed magnet, b) Parallel skewed magnet, c) Classic skew 
and d) Dual skew. [58] 

Skewed magnet geometries offer the advantage of a 
reduced cogging torque; however, this effect is quite limited 
for AFM. To compensate for this the magnet geometry can be 
dual-skewed like for example in JIA, LIN ET AL. to increase this 
effect and make this design alternative attractive for the use in 
AFM. [49] The reduction in cogging torque is mostly 
dependent of the skewing angle and the cross position. Those 
two parameters are directly related to the wavelength of the 
cogging torque and therefore need to be optimized for the 
respective machine design. [59] If correctly optimized the 
magnet skewing can be used to reach very low levels of 
cogging torque in AFM. Regarding the basic geometry the 
skewing can be applied flexibly to squared / rectangular 
magnets, circular and semi-circular magnets. For the 
trapezoidal geometry the skewing leads to a significant 
reduction in the cogging torque but on the other hand also 
increases the leakage flux at the inner magnet radius und 
therefore decreases the overall average torque. [57] 

Non-skewed magnet designs are easier to manufacture and 
offer the advantage of a slightly higher average torque. Also, 
for high-speed applications the torque ripple is usually filtered 
out by the inertia of the system. For these applications the 
cogging torque reduction from the skewing is negligible and 
therefore the use of non-skewed magnets overall more 
beneficial. [52]  

The basic shape of the magnets can be either squared / 
rectangular, circular, semi-circular or trapezoidal. [4, 27, 60–
62] The shape of the magnets affects the distribution of the 
magnetic field in the air gap and the total harmonic distortion. 
[4] If there are no specific requirements regarding the cogging 
torque distribution, the trapezoidal magnet shape is preferred 
due to the most uniform magnetic field distribution resulting 
from this geometry. If there are specific requirements 
regarding the maximum torque-output capability a circular 
magnet shape offers the best results. [62] Also, circular, and 
rectangular / square shaped magnets are a fixed type, easily 
available and have comparable low design costs. In a direct 
comparison the total harmonic distortion of low order 
harmonics is smaller for semi-circular magnets than for 
trapezoidal shaped magnets however for high order harmonics 
it is just the other way around. [27, 61] 

2) Magnet position 
The magnet position refers to the placement of the 

magnets in or onto the rotor disk. The magnets can either be 
buried, surface-mounted or embedded [5]. The positioning of 
the magnets is often related to the respective machine setup 
(the number of rotor and stators and the design of the stator). 
[4] For single-sided AFM the magnets can either be surface-
mounted or embedded into the rotor disk, depending on the 
respective stator design. [4, 63] For dual-stator single rotor 
designs the magnets can either be surface-mounted, embedded 
or buried. In case of a slotless stator the magnet are mostly 
surface mounted, due to the large airgap between the rotor and 
the stator. [4] Having a dual stator single rotor setup in 
combination with a coreless rotor and stator a buried magnet 
positioning can be beneficial. [6] 

The surface-mounted design offers the advantage of 
having a thin rotor disk, especially if using a non-
ferromagnetic material for the rotor core and can be easily 
manufactured. [6, 63] However, the surface mounted design 
is limited for high-speed applications due to the associated 
forces. [64] Also due to the magnet permanence is almost 
identical to the air surrounding it, the effective airgap 
increases which leads to a larger magnetic flux source needed. 
[63] Using an embedded positioning for the magnets enables 
more stability especially for higher rotational speeds. 
However, the respective rotor disk is much thicker which 
results in an overall reduction of the machines power density. 
Also if using a ferromagnetic-core in combination with an 
embedded magnet positioning the leakage flux in the magnet 
ends is higher due to the surrounding ferromagnetic material. 
[6] Having a buried positioning, the magnets are covered from 
all sides, offering the most efficient fixation for high 
centrifugal forces as well as protection from corrosion which 
makes this setup especially attractive for high-speed 
applications. [63] 

3) Magnet arrangement 
Regarding the magnet arrangement it can be differentiated 

between the conventional array and the Halbach array. For the 
conventional array, the magnets are arranged with alternating 
poles. This can either be done in a tangential or radial 

a) b) c) d)



 

 

direction. [65]. The Halbach array is a combination of the two 
conventional arrays with alternating tangential and radial 
poles. This arrangement leads to a strengthening of the filed 
on one side and the cancellation of the field on the other side. 
[65] The different array arrangements are shown in Fig. 10. 

 

Fig. 10. Overview of the different magnet arrangements: Radial magnet 
arrangement (top), Tangential magnet arrangement (middle) and 
Halbach array (bottom) [65] 

The radial arrangement of the magnets leads to an axial 
direction of the magnetic flux from the north to the south pole, 
like shown in Fig. 10. [16, 48] This can be combined with a 
surface mounted or embedded positioning of the magnets in 
the rotor disk. If combined with a surface mounted design, 
very thin rotors can be realized, especially if using a non-
ferromagnetic rotor core material. [11] However, as explained 
in the section before, the magnets act in this case almost as air 
which increases the effective airgap. Embedding the magnets 
in the rotor disk can reduce this effect but increases the overall 
thickness of the rotor plate. [48]. Using a tangential 
arrangement of the magnets results in a tangential flux from 
the north to the south pole. [16, 48]. To realize this 
arrangement the magnets must be either embedded or buried 
in the rotor disk, which leads to a much thicker assembly and 
lowers the overall power density of the machine. [48] On top 
of that the other characteristics for the buried positioning 
apply, which were explained in the section before. Both 
arrangements lead to a square wave form of air-gap magnetic 
flux density which results in high-order harmonics in the air-
gap flux density which will distort the back EMF when the air-
gap depth is too small like outlined in HUANG, LIU ET AL. [66] 
Unsing a conventional arrangement compared to a Halbach 
array, a lower amount of magnetic material is required which 
leads to overall lower cost. [16] 

The Halbach array leads to a combination of the magnetic 
flux of both conventional arrangements. (cf. Fig. 10). This also 
leads to a strengthening of the magnetic field on one side while 
reducing it on the other side. [16, 66] According to HUANG, 
LIU ET AL. the normal residual magnetization of Halbach-array 
magnets is not a square-waveform and also results in a lower 
tangential residual magnetization. [66] The Halbach-array 
arrangement is often used in combination with a non-
ferromagnetic rotor core which offers the advantage of an 
overall lower mass and increase of machine efficiency. Due to 
the fact, that the Halbach-array magnetization vector rotates 

as a function of distance along the circumferential direction of 
the rotor and therefore a ferromagnetic rotor back iron leading 
the magnetic flux is no longer necessary. [4, 11] Another 
advantage is that there is no axial force on the stator in zero 
cogging state, no cogging torque and low hysteresis and eddy 
current losses. [4, 11, 16] Using a Halbach array in 
combination with a surface mounted positioning of the 
magnets the downside of the effectively bigger airgap is 
compensated due to the higher magnetic flux density which 
makes this arrangement especially advantageous for those 
topologies. [16] Regarding the disadvantages, the Halbach 
array requires a higher amount of magnetic material which 
leads to higher cost. Further the fixation and overall 
mechanical integrity of the magnet application is more 
challenging. [67] Due to the lower heat transfer of the 
magnetic material and the interference of the magnets with 
each other there is an increased risk of demagnetization. This 
can be compensated for using physical separators between the 
different magnets of the array. [67, 68] 

Aside from the setup of the array, the magnet arrangement 
can be further categorized by the orientation of the magnetic 
poles to each other. [69] Hereby it is differentiated between 
the NN/ SS orientation or the NS orientation. N and S are 
referring the magnetic north and south pole. In case of the NN 
/ SS arrangements the respective north and south poles are 
facing each other. The NS arrangement is the other way 
around and the respective north and south poles are opposite 
to each other. [16, 69] Using a NS arrangement, the flux path 
travels axially through the machine using a DRSS or DSSR 
setup and does no turn in in the circumferential direction. This 
offers the possibility to either eliminate the stator yoke and 
need for ferromagnetic material in the DRSS setup and the 
substitution of the rotor material in the DSSR setup. [16] 

E. Cooling 

One of the major challenges for the AFM topology is the 
cooling. Due to the high power density and the compact 
machine design, the thermal limits of the machine are often 
the restrictive factor. [28] In AFM there are typically three 
main sources of losses, magnet eddy losses, winding copper 
losses and in case of ferromagnetic cores, iron-core losses. 
[70]. Based on these losses the capabilities of the respective 
cooling system can be derived. On this level it can be 
differentiated based on the cooling media between air cooling 
and liquid cooling. Those two medias can be applied in 
different ways to the sub-assemblies of the stator like the rotor 
core, the magnets, the stator winding and the stator core.  

For the rotor assembly either air-cooling or liquid cooling 
can be applied. Using air cooling for the rotor magnets and the 
respective core can be challenging due to the comparably low 
thermal properties of air as a cooling media. Also using air-
cooling for the rotor assembly the cooling rate highly depends 
on the operating speed of the machine and the overall ambient 
conditions which makes quite challenging especially for 
machines with a low operational speed. [70] This can be 
compensated by using a forced convection to apply the air to 
the rotor, which on the other hand increases the overall 
complexity of the cooling system. [47] Based on the design of 
the rotor assembly and the overall machines there are several 
principles available to realize an airflow over the rotor disk 
surface like described by ELCRAT and NARAYANA AND 

RUDRAIAH [71, 72]. In any case, to set up an efficient rotor 
cooling using air, machine design specific optimization is 
necessary.  



 

 

Alternative liquid cooling principles for the rotor assembly 
are mostly beneficial for high-performance applications and 
applications with an overall high-power density requirement. 
The cooling liquid can be applied either using a direct or 
indirect cooling method. For the indirect cooling the cooling 
of the rotor assembly can be realized using a cooling jacket 
around the rotor and stator assembly. However, due to the 
significant airgap between the rotor and the cooling jacket, 
there is a significant thermal resistance using this method for 
rotor cooling. [47] Other indirect cooling methods would be 
by cooling the rotor through the stator using for example 
cooling channels inside the stator core or hollow-wires to lead 
the coolant directly through the conductor or the centre of a 
litz-wire bundle. [42, 47, 73, 74] The direct cooling of the 
rotor can be realized using a spray-cooling setup. In this case 
this case the media is directly sprayed onto the rotor disks. To 
improve the cooling effect even further a refrigerant can be 
used to take advantage of the phase change. [47, 75] Another 
alternative would be to cool the rotor directly by pumping a 
dielectric cooling liquid into the rotor chamber of the housing. 
While this is has the best overall cooling effect, the drag of the 
rotor increases based on the coolant viscosity, density and the 
machines operating speed. [47]  

Conduction cooling is a kind of special case. Here for 
example heat pipes filled with a special fluid are implemented 
into the rotor assembly. The fluid evaporates at high 
temperatures, moves to heat-exchange elements and 
condensates, and flows back. This implies an increased 
complexity of the rotor cooling and additional space 
requirements for the rotor assembly. There may also be 
interference with the electromagnetic function of the machine. 
[47, 76, 77] Alternatively a phase change material can be 
implemented in the rotor assembly near the magnets. This 
material absorbs heat until it is saturated and undergoes a 
phase change. When the system temperature subsequently 
drops, the absorbed heat is released, and the phase change 
takes place in reverse. Temperature peaks can be absorbed 
using this method. However, this method is only suitable for 
very short load peaks and there is no active cooling, only a 
delay in heating. Depending on the energy to be absorbed, the 
implementation of the phase change material in the required 
quantities in the rotor assembly also poses a significant 
challenge. [47] 

For the cooling of the stator the available methods are 
versatile as described in JONES-JACKSON ET AL. Natural 
convection can be used as well as forced air, indirect liquid 
cooling using a cooling jacket setup or flow channels inside 
the stator core or directly inside the winding. [28, 42] Also 
direct cooling and heat pipe setups can be used. [28] The 
overall goal is to dissipate the heat as close as possible to the 
point of origin to avoid negative effects on the machine’s 
performance and effectiveness. Regarding their basic 
principles of function, they are quite like the methods already 
explained for the rotor assembly. In general, each cooling 
method comes with advantages but also with challenges. 
Especially for high-power density motors thought the natural 
and forced air cooling is not sufficient for the stator assembly 
and therefore other principles must be used instead. 

F. Materials 

As in the area of radial flux motors, copper is primarily 
used as a conductor material for AFM due to its excellent 
electrical and thermal conductivity. However, alternative 
conductor materials are increasingly being sought, partly due 

to the high price of the material. In this context, the use of 
aluminium conductors is increasingly being investigated. 
Aluminium is characterized by a weight that is around three 
times lower, a lower price and lower price fluctuations. It also 
improves the recyclability of the motor and has a lower 
ecological footprint than copper. [78, 79] According to 
CAKAL ET AL. and RALLABANDI ET AL., aluminium can lead 
to better performance in terms of efficiency and losses, 
depending on the operating point. While aluminium is 
advantageous in the high-speed range due to the suppression 
of eddy current losses, copper is advantageous in the high-
torque/current range due to the suppression of conduction 
losses. [80, 81] As a further alternative to copper with similar 
properties to aluminium, RALLABANDI ET AL. also proposes 
so-called carbon nanotubes [81]. 

There is a wide variety of different cooling materials used. 
A distinction can be made between synthetic oils, florin or 
paraffin-based oils, ethylene glycol mixtures or water. The 
choice depends on the type of cooling, i.e. direct or indirect, 
and the intended application profile. Different material 
properties, such as viscosity and its dependence on 
temperature, result in particularly suitable materials 
depending on the application. [28] 

As described in KAMPKER, TREICHEL ET AL. there are a lot 
of material alternatives available for designs with iron cores 
as well as for ironless or coreless designs. The basic material 
used for ferromagnetic rotor back iron is iron and for the 
magnet holder, depending on the design of the machine, 
stainless steel. As an alternative to stainless steel soft magnetic 
composite materials (SMC) are possible. Aside from their 
advantages over laminated steel cores they can enable the 
realisation of mor complex motor design and can lead to 
overall more efficient machines but also have some boundary 
conditions and characteristics to consider. [16, 82] As an 
alternative also amorphous magnetic materials can be used 
especially for high-speed applications. [83]. Looking at 
ironless rotors, high-performance plastics can provide a 
suitable alternative to stainless steels. PEEK, PPS, PAI and 
PBI can be named as examples here. [84] The suitability of 
the respective plastic material is highly dependent of the 
thermal design of the machine and must be chosen 
accordingly. [16] 

For the permanent magnets themselves, according to 
GIERAS, WANG ET AL. three different material classes are 
described. Alnicos (Al, Ni, Co, Fe), Ferritic ceramics (e.g. SrO 
x 6Fe2O3), and Rare-earth materials such as NdFeB or SmCo. 
All of them offer different advantages and characteristics as 
well as boundary conditions for certain applications or 
operating fields. [4] 

According to KAMPKER ET AL., several materials can also 
be considered for the structural components of the axial flux 
motor, especially the housing. In addition to conventional 
metals such as steel or aluminum, the use of plastics is also 
conceivable. However, only high-performance plastics (e.g. 
PEEK, PPS, PAI or PBI) can be considered due to the high 
forces involved and the required heat stability. The use of 
lightweight plastics also has the advantage of reducing the 
weight of AFM and thus improving the power density. The 
disadvantage compared to conventional metals is the high 
material and manufacturing costs. [16] 



 

 

IV. CONCLUSION 

Based on the literature research carried out, a 
comprehensive categorization of AFM was created. The 
categorization includes the main components (e.g. rotor, 
stator, etc.) of AFM as well as their possible characteristics. 
The results were presented in a tree structure that allows AFM 
to be clearly categorized. Categorization helps developers 
keep track of the variables in the development process by 
simplifying the complexity of AFM. Conversely, existing 
variants of AFM can be clearly assigned according to this 
categorization. 

In the course of the work, further key findings were 
derived, which are briefly summarized below: 

1. Wide range of variants in the design of AFM 

The large number of possible variables and 
characteristics in the design results in a wide range of 
possible AFM variants. The challenge in the 
development and design of AFM is therefore to find 
the best AFM variant for the underlying requirements 
of the application. The complexity and diversity of the 
variant drivers must be systematically narrowed by 
down during the development process by simulative 
comparison to develop the best AFM for the 
respective application. 

2. Production processes to exploit the advantages of 
AFM 

The large number of variants of AFM results in many 
processes required for production. Furthermore, the 
high demands placed on the AFM components and 
assemblies to be produced result in technically 
sophisticated production processes that have not yet 
reached the necessary level of technical maturity. In 
order to fully exploit the potential of AFM, 
appropriate production processes must be developed. 

3. Implementation of cooling concepts 

Cooling strategies are crucial for the performance and 
lifetime of AFM. The special design of AFM enables 
many possible cooling concepts (e.g. air, direct 
winding cooling, etc.). To ensure the success of AFM, 
further research is required to develop innovative 
cooling structures using materials with higher thermal 
conductivity. To exploit the advantages of installation 
space, the effectiveness of the cooling concepts must 
be precisely simulated and optimized with regard to 
space and weight requirements. The challenge of the 
producibility of the cooling concepts is also a decisive 
element. 
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Abstract — The hairpin stator technology has gained wide 

acceptance for electric motors in traction applications. 

However, low production volumes and high tooling costs are 

challenging for manufacturers. Particularly when it comes to 

a variation of stator designs for different applications, a loss 

in production time due to setup processes is noticeable. 

Industry 4.0 technologies such as virtualization and 

simulation allow the creation of accurate digital replicas of 

physical phenomena. Such digital models could also be 

applied for production plants to optimize and develop 

manufacturing processes by simulating various boundary 

conditions. Within this paper, a simulation-based approach of 

a production plant model is established to analyze and 

optimize a prototypical variant flexible process chain of 

hairpin stators. A Plant simulation software is used to set up 

and simulate the prototypical hairpin stator production plant 

model for two different stator dimensions. Various 

experiments are run inside the simulation model to monitor 

the plant behavior for variant flexible production under 

different operation settings, such as failures, buffers and 

demands. The simulation results are analyzed and compared 

with representative plant data, offering insights for potential 

optimization solutions. 

Keywords – Variant flexible, electric motors, production 

planning, manufacturing, hairpin stators, plant simulation, 

optimization 

I. INTRODUCTION 

Driven by the need to protect the environment from 
damage due to the high carbon emissions of fossil fuel-
based automobiles, electric vehicles have gained wider 
public acceptance in recent years, which is evident by their 
growing demand [1]. The traction drive or an electric motor 
provides the necessary torque to run the vehicle. The 
technology for these traction drives has been in 
development for a long time. Earlier vehicles used the 
existing motor technologies with circular windings. 
However, the production process involved a high amount of 
manual work, leading to more rejections. This further 
pushed the development of hairpin stator technology, which 
has very high automation potential [2].  

The production of the hairpin stators also has many 
challenges due to its novelty. The production processes and 
strategies still need lots of investigation [3]. Hairpin stators 
can have a broad range of design differences depending on 
the use case. Large scale production of several variations in 
an economical way is complicated. Their limited demands 
as well as the high tooling costs compared to the 
conventional automobiles hamper the manufacturing 
options. Consequently, the production process is developed 
in a way to support the processing of different variations on 
the same production line at the cost of increased setup 
changes, which makes the overall production cycle costly 
and time-consuming.  

Industry 4.0 technologies have also gained wider 
application in several production environments. These 
technologies are helping not only solve some of the 
production problems but also making them more 
responsive. Technologies like virtualization and simulation 
are of particular interest for the cases like these, since they 
allow the creation of dynamic, accurate, and functional 
replicas of the physical systems. The digital model would 
behave very closely to the real system. By simulating the 
plant under numerous boundary conditions, it becomes 
possible to figure out the optimal operation conditions for 
the real plant [4, 5].  

Mayr et al. discuss the potential of I4.0 technologies for 
electric motors. They identify simulation as a valuable tool 
for factory planning. They consider simulation of particular 
value for optimization of insulation, impregnation, and 
winding processes [6]. 

This paper explores the use of simulation tools to create 
a fully functional simulation model of the hairpin stator 
production process for variant flexible products. The paper 
analyses plant behaviour under numerous conditions and 
then suggests possible optimization solutions for this use 
case.  

This work is part of the research project Scale-up E-Drive (funding 
indicator: 16THB0006E) funded by the German Federal Ministry for 
Economic Affairs and Climate Action. 



 

 

II. THEORETICAL BACKGROUND 

A. Overview of the Traction Drives and Hairpin Stator 

Technology 

Traction drives convert the electric energy into desired 
amount of torque and move the electric vehicle forward. 
Various types of traction drives have served this purpose 
over the years, including brushless DC motors, switched 
reluctance motors, and induction motors, each having its 
own applications and advantages. There are three main parts 
of an electric motor: rotor, stator, and the shaft. The stator is 
the external stationary part of the motor, while the rotor 
rotates inside the stator. Both the stator and the rotor have 
magnetic fields. The magnetic field of the stator exerts 
opposing force on the stator, forcing its rotation. The 
magnetic fields are commonly generated by field windings, 
which are supplied with AC or DC supply. The torque is 
controlled by altering the strength of the opposing magnetic 
fields. The shaft supplies the torque from the rotor to the 
desired external application such as an automobile’s drive 
train. 

In recent years, hairpin technology has become the 
favourable choice for traction drives. The coils of the field 
winding of the stator are replaced by copper hairpins with a 
rectangular form and 3-dimensional shape. Hairpins, owing 
to their form, are more densely packed than copper wires, as 
a result, producing a stronger magnetic field, and lowering 
the weight and size of the stator, making them a good 
candidate for electric vehicle applications. In addition, their 
shape allows for increased automation of the production 
process as compared with the conventional circular winding 
based motors, which makes them better suited for large-
scale production [7]. 

B. Overview of the Production  Process of Hairpin Stators 

1) Hairpin Stator Process Chain: The production 
process of the hairpin stator involve 15 key steps in general 
[8]. Fig. 1 explains the process flow. 
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Fig. 1.The flowchart shows the process chain of prototypical hairpin stator 
production  

PS1) Straightening the Copper Wire: The copper wire 
comes in long spools. It is unwound and 
straightened. The bending process eliminates plastic 
deformation of the wire. The process is generally 
carried out in several steps by straightening tools in 
bi-axial directions [8]. 

PS2) Stripping the Copper Wire: The copper wire is pre 
insulated with a thin enamel. The ends of the 
hairpins, however, need to be welded together in the 
later stages. The ablation process removes the 

insulation from the hairpin tips using mechanical or 
laser techniques [8]. 

PS3) Cutting to Length: The wire varies in thickness and 
length for different models. It is cut to the required 
size. A shearing process plastically deforms the wire 
till it breaks off [8]. 

PS4) Bending: This is a shaping process. The hairpins 
have complex three-dimensional geometry. The 
geometry is formed through multi-stage bending 
processes, often involving specialized CNC tools to 
achieve the desired result [8]. 

PS5) Insulating the Stator Slots: The stator slots are lined 
with an insulation paper. This is done to prevent any 
damages to the hairpins during the insertion process 
that may result due to friction. The soft nature of the 
copper wire makes them vulnerable to damage [8]. 

PS6) Pre -Assemble Hairpins: The hairpins are pre-
assembled together as one or more hairpin baskets. 
The hairpins are arranged into their layered structure 
according to the design specification. This is done to 
simplify the insertion process since inserting 
standalone hairpins could be a more complicated 
step [8]. 

PS7) Inserting Hairpins: The hairpin basket is then 
inserted into the stator slots. The hairpin basket is 
first correctly positioned so that all the hairpins move 
into their respective slots. A pressure plate pushes 
the layered hairpins into the slots [8]. 

PS8) Separating the Copper Ends: After the insertion 
process, the tips of the hairpins stick out of the stators 
from one side. Since the hairpins are inserted 
together as a stack, the tips for hairpins in the same 
slot are in contact with one another. They are pulled 
apart at this stage to ensure a defined forming 
process for the hairpin twisting [8]. 

PS9) Twisting: It is a specialized bending operation. The 
hairpin tips are twisted in a specific arrangement 
according to the given configuration. It is a time 
intensive operation, and the complexity of the 
process is dependent on the configuration of hairpins 
as well as the process itself [8]. 

PS10) Cutting the Copper Ends to Length: This is a 
finishing process for the hairpins. The copper ends 
might have differences in their height that would 
need to be adjusted. The small variations are a result 
of smaller deviations in the upstream processes. 
They hairpins are cut to size accordingly [8].  

PS11) Welding Copper Ends: The adjacent ends of the 
hairpins are held together by a clamping device and 
are welded together using laser welding techniques. 

PS12) Contacting: The auxiliary components such as 
jumpers, terminal connectors are mounted on the 
hairpin ends to connect nonadjacent hairpins to 
complete the winding circuit [8]. 

PS13) Insulating Copper Ends: The freshly welded hairpins 
need to be insulated to avoid short circuiting or 
electrical leakage. The hairpins are dipped in an 
insulation medium to protect them [8]. 

PS14) Impregnation: This is the final stage in the 
production chain. The impregnation process 
insulates the complete assembly including all the 
stator slots [8]. 



 

 

PS15) Testing: Several quality tests are run on the hairpin 
stator. The tests include ohmic resistance test, 
polarization index text, step voltage test etc. [8]. 

2) Production Technologies: According to Riedel et al. 
[9] automation techniques can be applied to various 
processes in hairpin stator production for quality 
improvement as well as increased productivity. Groover 
[10] discusses automation in the context of manufacturing 
systems. An automated system performs the tasks without 
human interaction. A semiautomatic system performs some 
part of the task without human control. Fully automated 
system can perform their tasks automatically for extended 
periods of time for multiple work cycles. The type of 
automation also affects two important production 
parameters: product variety and product volume, and is 
further elaborated in Fig. 2.  

Fixed automation fixes the process configuration. This 
makes the process inflexible to the product changes. On the 
other end, the equipment for programmable automation is 
designed to allow changes in the configuration. This 
flexibility compromises the production rates. Flexible 
automation is an offshoot of programmable automation, 
whereby the system is designed for a fixed number of 
variations [10]. 

Fig. 2.The chart shows how various types of automation affect product 
variety and production volume [10] 

The automation affects two important aspects of the 
production cycle, a) the requirement for setup change, and 
b) integration of the process in the production line.  

The setup change refers to any change in the production 
parameter such as tooling, programming, fixtures etc. to 
prepare the machine for a specific variant. The equipment is 
initially setup to produce a specific variant and is setup 
again every time there is a change in the variant.  

Line integration refers to the possibility to integrate the 
operation in a sequential assembly or manufacturing line. 
Line integration is an important consideration because it 
affects the overall production cycle. Increased automation 
enables full integration into the production line.  

3) Types of Assembly/Production Lines: Table I 
describes various types of assembly lines. The hairpin stator 
production can be classified as flow assembly because both 
the assembly object and the personnel move. 

The assembly line can be setup in three different ways 
a) line, b) fish bone coupled, and c) fish bone decoupled. 

Line setup: The line setup, also known as the pearl 
necklace, is a simple linear layout, where all operations are 
performed sequentially one after another. 

Fish bone coupled: In this layout, the pre-assembly station 
is coupled with the main line assembly. The advantage of 
having the pre-assembly separate is a reduction in lead time. 
However, more control is also required to maintain line 
synchronization.  

Fish bone decoupled: The preassembly is decoupled from 
the main line. Kanban buffer maybe used to pull the units to 
the main line. It also reduces the lead time.  

TABLE I  
VARIOUS TYPES OF ASSEMBLY LINES 

 
Assembly 

Type 

 Assembly 

Object 

Assembly 

Personnel 

Site  Stationery Stationery 

Group  Stationery Mobile 

Series  Mobile Stationery 

Flow  Mobile Mobile 

 

The hairpin stator production process can be classified 
as a fish bone line. The process could be either a coupled 
process or a decoupled one, depending upon other plant 
parameters. 

4) Variant Flexible Production: The hairpin stators can 
have many variations depending on the final design 
specifications. Fig. 3 shows various design features of the 
hairpin stator.  

Connection Assembly

Axial Length

Hairpin Variants

Diameter

Wire Geometry

Number of Slots

Number of Layers

 

Fig. 3. Various features of the hairpin stator are labelled 

The variant flexibility of the Production line implies that 
it is capable of handling such changes. These design 
variations directly affect the product and the production 
process. The prototypical hairpin stator plant is capable of 
manufacturing two variants of hairpin stators, designated as 
A and B. The design specifications are given in Table II. 

The effects of variant features on production processes 
are listed as a matric in Table III. Some processes are 
affected by more than one design parameters. Several 
changes may be required along the production line to adapt 
for the new variant. For example, some operations might 
require a change of tooling and fixtures. A change in 
programming parameters for CNC operations may also be 
required. As a result of these variations, the whole plant 
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would need to undergo a setup change before starting the 
production of a new variant. 

TABLE II  
VARIANT SPECIFICATIONS 

 
 A B 

Number of Slots 48 96 

Number of Wires 8 12 

Wire Dia (mm) 1.5 2 

Axial Length (mm) 160 100 

Stator Dia (mm) 190 367.5 

Application Voltage (V) 400 800 

 

TABLE III  
VARIANT FEATURES AND THEIR EFFECT ON PRODUCTION PROCESSES IS 

TABULATED 
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PS1 X X X   X X X 

PS2 X X X   X X X 

PS3 X X X   X X X 

PS4 X X X   X X X 

PS5         X     

PS6 X X X   X     

PS7 X X X   X     

PS8 X X X   X X X 

PS9   X X   X X X 

PS 10   X           

PS 11   X X   X X X 

PS 12       X       

PS 13               

PS 14   X X   X X X 

 

C. I4.0 Technologies and Virtualization 

Industry 4.0 technologies have brought in the paradigm 
of smart manufacturing. Virtualization is one of the key 
aspects of smart manufacturing [11]. Virtualization focuses 
on the creation of virtual models of the physical space 
through a number of technologies, including simulation [12, 
13]. Paula, Armellini et al. [13] describe simulation in 
industry 4.0 as simulation 4.0. Some of the technologies 
discussed by the author as simulation 4.0 include Digital 

twins, discrete event simulation (DES), agent-based 
modelling and simulation (ABMS) etc. 

1) Discrete Event Simulation (DES): As the name 
suggests, the model discretise the events. The entities in the 
simulation model, or the state variables only change when 
they pass through discrete points in time. An occurrence 
when the system changes its state is considered an event. 
The system’s behaviour at any point in times is represented 
by the state variables. The model proceeds according to the 
sequence of discrete time events, moving from one event to 
the next. The time step may or may not be linear, but the 
path is linear. Other important features of DES are entities 
or objects. Entities are passive, and can’t behave 
independently. They represent parts, equipment, vehicles 
etc. In general, entities don’t interact with each other. DES 
models create a system level replica, and could be applied 
to manufacturing, production planning, logistic etc [14]. 

2) Agent Based Modelling and Simulation (ABMS): 

This simulation technique is more comprehensive, and 
models very complex and dynamic systems. The entities of 
an ABMS system, also known as agents, are autonomous, 
and are able to interact with one another. The interaction is 
dictated by the rules of the system level architecture. An 
agent could react to an event in real time, or it could 
proactively evolve to an upcoming event. The simulation 
model could be considered decentralized due to autonomy 
of the agents. While this gives a very high degree of control 
to the modelers, it also makes it complicated to design and 
control. Due to its sophisticated nature, these models are 
popular for social and behavioural studies [14]. More 
recently, they are also being considered for the applications 
of cyber physical systems in industrial applications [13, 14]. 

3) Digital Twin: The digital twin is a very sophisticated 
digital model of the physical system. It replicate the real-
world behaviours inside a virtual world, and integrate the 
physical and the virtual space through use of advanced 
control system. The physical and the virtual system are 
linked together in real time and exchange information with 
one another. Digital twins could be considered as having 
four layers of models. The first two layers are concerned 
with the geometry and system level structure of the model, 
also called continuous simulation. The next two layers could 
have a mix of simulation and artificial intelligence 
approaches [13]. With some types of digital twins, it is also 
possible to control the actual physical systems using the 
virtual controls. These systems are being applied to shop 
floor management, complex production systems, and 
logistics control etc. [4].  

III. METHODOLOGY 

A. Specific Requirements for Simulation based Approaches 

Several researchers have used simulation strategies to 
study variant flexible manufacturing systems. Roessler et al. 
[15] used a simulation approach for the assessment of a lean 
production system to increase its variant flexibility. 
Florescu, Barabas [16] used simulation model to research 
flexible manufacturing. Molenda et al. [17] performed 
economic evaluation of a flexible manufacturing system 
using simulation. Jurczyk-Bunkowska [18] used DES for 



 

 

improvement in a small batch production system. Hovanec 
et al. [19] discussed the application of plant simulation for 
flexible production. This paper also follows a simulation 
based approach. 

1) Selection of Simulation Model: As discussed earlier, 
there are two major simulation techniques being applied for 
the study of complex industrial problem namely: discrete 
event simulation and agent based modelling and simulation. 
The two technologies are compared in Table IV. 

TABLE IV  
COMPARISON OF DES AND ABMS [13] 

 
 DES ABMS 

Maturity Well established  Relatively new 
Ease Easy to model and 

control 
Difficult to model 
and control 

Control System controls 
simulation 
behaviour  

Entities control 
simulation 
behaviour 

Autonomy Entities are passive 
and system bound 

Entities are 
autonomous and 
active 

Depth Limited Allows extremely 
realistic models 

Applications Manufacturing, 
logistics, 
production 
planning etc. 

Social behaviours, 
engineering, 
market analysis 
etc.  

 

For this use case, DES fulfils all requirements. Since it’s 
a mature technology, it requires comparably less effort than 
working with an ABMS model. Many researchers have used 
DES based models for simulation and optimization of 
production systems [18–21].  

2) Scope of Model: The simulation model is constructed 
to accurately represent the process chain, machine 
parameters, and system constraints, covering all operations 
from the start to finish. The mdel is developed in layered 
structure, and could be considered to have three layers, 
which are explained in Table V. The structure is adopted 
from Onaji et al. [22], and is modified for this case. 

TABLE V 
 DEPTH OF THE SIMULATION MODEL 

 
Depth  

1st Layer Process flow, plant layout, system 
boundaries 

2nd Layer Process parameters  
3rd Layer High fidelity replication of critical plant 

behaviours during actual production cycle 
 

On the first layer, system boundaries are defined, and the 
process chain is developed following the actual physical 
process, whereby the entities (source, machines, assembly 
stations etc.) are also put in position according to the actual 
plant layout. It is a low-level representation of the plant.  At 
the second layer, the process parameters such as failures, 

processing time, setup time, etc. are introduced at each 
processing stage. At the third layer, variant flexibility is also 
introduced to the simulation model. Real plant behaviours 
are programmed into the simulation model for some critical 
operation and production parameters.   

B. Implementation of Simulation Model 

1) Plant Layout : The layout of the prototypical plant 
for this case is represented in Fig. 4. Some of the processes 
are grouped together. Parts are carried manually between 
different process stations.  

 

Fig. 4.Figure shows the layout of the prototypical hairpin stator production 
plant 

2) Process Conditions: For the simulation purpose, two 
key process conditions are required: a) processing time, and 
b) setup time. The plant is capable of producing two variants 
A, and B. The processing time for both the variants are 
different for different operations. The processing times are 
known from the real plant operation. The setup time is fixed 
as a single shift for all the machines, implying that the whole 
shift is stopped and the plant is set up for the next variant.  

3) Critical Parameters: There are two important 
parameters that can affect the production cycle a) machine 
failures, and b) quality failures.  

Machine failures are inherently random and could be 
caused by any number of factors. Failures reduce the 
machine availability for any given operation. The 
simulation model assumes that all processes are available at-
least 95% of the time. 

Quality failures could also occur at any point in the 
production cycle. The results from the real production cycle 
showed that only twisting, welding, and impregnation were 
critical in terms of quality rejection. No rework is possible 
in case of rejection at any of these processes and whole part 
must be scrapped. This also simplifies the simulation model. 
The combined failure at these three processes was fixed at 
less than 5%. The occurrence of failure is random.  

4) Model Creation: The prototypical plant is modelled 
as shown in Fig. 5, representing the top layer. The 
production cycle begins at PS1 and terminates at the Stores 
after PS14. In between the processes, buffer blocks are 
added. The buffer capacity can be adjusted from null to any 
max value, depending on the simulation criteria. Source 
provides material input to different process steps. Some 



 

 

operations are modelled as assembly station while other as 
process station, depending on the nature of operation. 
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Fig. 5. Hairpin stator production layout for the simulation model is shown 

The model is programmed to follow the prototypical 
plant behaviours. 

1. It operates on a 5-day shift, from 08:00 hours to 17:00 
hours with one one-hour break from 12:00 hours to 
13:00 hours. 

2. The product demand is fed to the simulation model for 
two variants. The model automatically calculates the 
necessary material input at each station and runs the 
simulation accordingly. 

3. The plant first completes the production cycle for one 
variant, then stops and waits until the shift ends. During 
the next shift, a setup change occurs for all process 
stations. Afterwards, the production cycle continues. 

4. There are random machine failures at all stations. 
5. Random quality failures occur at PS9, PS12, and PS14. 

IV. SIMULATION RESULTS 

The simulation model is run for two simple cases, one 
for of production of 5 units A, and second for the production 
of a product mix with 3 units of A and 2 units of B. Fig. 6 
and Fig. 7 show the simulation results. The stacked bar chart 
shows percentage utilization of various states of different 
operations during the simulation run. Working implies the 
actual time the station performed some operation. Setting-
up implies the setup time. Waiting implies waiting for 
material input from the upstream station. Blocked implies 
choked material exit to a downstream station. Failed implies 
machine failure. Paused implies shift break. Unplanned 
implies the out of shift time for the station. 

 
Fig. 6. Simulation results for the production of 5 units of variant A are 

shown 

 
Fig. 7. Simulation result for the production of 3 units of variant A and 2 

units of variant B 

The simulation results show maximum utilization at 
PS9. While the rest of the processes show comparatively 
much lower usage. This is due to the high processing time 
at PS9. All processes have a high waiting time. PS1 is 
blocked because of a large difference between the 
processing times of PS1 and PS2. While the usage pattern is 
almost identical in both cases, the setup time has doubled 
for the product mix case due to a change in variant.  

More experiments are carried out on the model to 
observe the plant behaviour under various boundary 
conditions. 

A. Effect of Product Mix 

The plant usage is analysed in more detail for the two 
cases of the product mix given in Table VI. The simulation 
is run for a 2-week production cycle or 336 hours, a single 
shift per day, without a break on weekends.  

TABLE VI 
 SIMULATION CASES FOR PRODUCT MIX 

 
Case  Variant Quantity 

1 
 

A 10 
B 5 

2 A 5 
B 10 

 

 Fig. 8 and Fig. 9 show the simulation results as stacked 
bar charts. The total working time of all stations are stacked 
on top of each other. The total working time (s) for is plotted 
against the absolute simulation (hrs). 
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Fig. 8. Simulation result for case 1 from Table VI is shown 

From the simulation results, it can be seen that most of 
machines are only used at the beginning of the production 
cycle for each variant i.e. machines for the processes from 
PS1 – PS8. PS9 have the most utilization. The utilization 
drops later on in the production cycle. 

 
Fig. 9. Simulation result for case 2 from Table VI is shown 

 Furthermore, there is a significant loss of production 
time right before the change of variant, which becomes very 
prominent for the second scenario. This reflects the 
prototypical plant behaviour. Once the production of one 
variant concludes, the rest of the shift for that day, is wasted. 
The setup change happens the day after. The result suggests 
that the selection of lot size during the production cycle may 
have significant implications on the overall productivity of 
the process chain. This could be further verified by 
conducting more experiments. 

B. Effect of Lot Size  

There can be various production scenarios with varying 
requirement for different variants of hairpin stators. 
Experiments are run to observe how changing the lot size 
for both the variants affect the throughput. The simulation 
is run for a total of 10 working days, and throughput is 
recorded. Table VII lists the experiment cases and their 
results.  

TABLE VII 
SIMULATION CASES AND  FOR THE EFFECT OF LOT SIZE 

 
Case Variant Order 

Quantity 
Throughput 

1 A 5 5 
B 5 5 

2 A 8 8 
B 8 4 

3 A 10 10 
B 10 4 

 

From the experiment results in Table VII, it is observed 
that case 3 results in maximum throughput for the observed 
simulation time. This is due to the fact that both the variants 
have different utilization patterns due to differences in their 
processing times for various stations. Thus, it is crucial to 

select appropriate lot size to maximize process utilization 
for any given production cycle in order to increase 
productivity.  

C. Effect of Buffer  

Table VIII shows the experiment cases for various 
buffer capacities.  

TABLE VIII  
SIMULATION REULTS FOR CHANGE IN BUFFER CAPACITY 

 
Buffer Capacity Throughput 

1 8 
5 8 
10 8 

The simulation is run to monitor the effect of buffer 
capacity on the overall production. The buffer capacity for 
all the buffers is kept at same value, and the throughput is 
observed. The simulation results show that buffer size has 
no effect on this process chain. 

D. Effect of Failure 

The effect of machine failure for each process is 
observed separately, by fixing the availability of one process 
station at a time as 80% while keeping the rest at 100%. 
Simulation time is fixed as 10 working days. The demand 
quantity is 40 units of variant A.  Fig. 10 shows the results. 
Maximum throuput for the simulation duration is recored 
as18units when all stations are 100% available. The lowest 
throughput is recorded as 14units for failure at PS9. 

 

Fig. 10.Simulation results for the effect of failure on plant throughput are 
shown in the chart 

The results indicate that the machine failure directly 
affects the throughput. Since PS9 is the primary bottleneck, 
all failures in the process chain behind it affect the net 
output. In the real production process, it is observed that 
twisting, contacting and impregnation are very critical in 
terms of failure. The experiment could be expanded to test 
how combined failures in these stations would affect the 
output. The availability in these stations is fixed at 80%. 
Four possible cases and their results are given in Table IX. 
The results show that the combined failures affect the 
throughput only when PS9 is failed as well.  

TABLE IX 
SIMULATION RESULTS FOR COMBINED FAILURES 

  
Case Failed Stations Throughput 

1 PS9 and PS12 14 
2 PS9 and PS14  14 
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3 PS12 and PS14 18 
4 PS9, PS12, and PS14 14 

 

E. Recommendation 

From the simulation results, the following steps could be 
taken to optimize production for a stereotypical hairpin 
stator production plant. 

1) Remove the bottleneck. For this case, the bottleneck 
process is PS9. The bottleneck could be removed by adding 
extra workhours to the process or installing a parallel 
twisting machine to increase the process capacity. 

2) Maximize Machine Availability: The machine 
failures in the process chain affect the overall throughput. 
This is particularly important for the processes PS1-PS8. 
The loss of available work time at these stations can 
significantly affect the overall productivity of the 
production plant. 

3) Optimize Lot Size: It is observed that varying the lot 
size for different variants can result in increased or lowered 
throuput. Thus it is important to omptimize the lot size for 
the maximum output. 

4) Reconfigure the Production Line: Signficant 
production time is lost before switching to the next variant, 
and as evident from the Fig. 7 and Fig. 8,  during the last 
shift of production cycle for any variant, only PS9-PS14 are 
used. Instead of doing the setup change in a shingle stage 
process, it could be reconfigured as a two stage process 
spanning over two shifts. In the first stage, during the last 
shift of the production of first variant, setup is changed for 
PS1-PS8. As a result, all the processes upto PS8 are fully 
ready to produce the parts for the next variant on the next 
shift, while the rest of processes from PS9-PS14 are also 
being setup on the same day. As a result, the production 
cycle for the next variant can begin a day earlier. 

V. CONCLUSION 

In this paper, the background for a prototypical hairpin 
stator plant for the electric vehicle traction application was 
analysed using simulation-based technique. The theory 
concerning the importance of simulation for industry 4.0 
technologies as well as different simulation methods were 
briefly discussed. A methodology to develop the simulation 
model was developed, and the plant was simulated under 
varying process parameters to observe its behaviour. 
Various experiments were conducted inside the simulation 
model to observe plant behaviour, in order to devise 
optimization solutions. Twisting process was observed to be 
the primary bottleneck. The size of lot for different variants 
was found to have an impact on overall performance. It was 
also observed that machine failures in the bottleneck station 
as well its upstream stations result in low outputs. Based 
upon these observations, various strategies were laid down 
to boost the production. 
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Abstract— The electric vehicle (EV) industry's rapid growth 
necessitates advancements in technology and sustainability. 
However, challenges persist in automating manufacturing 
processes, particularly cable plugging and fixation. This paper 
investigates cable fixation strategies in automated EV 
manufacturing, focusing on three methods: cable fixation within 
gaps, use of one-piece clips, and use of two-piece clips. Rigorous 
evaluations measure the time, force, and accuracy of each 
method, addressing the practicality and limitations of 
automated cable connections. The findings provide insights into 
enhancing efficiency and safety in the EV manufacturing 
process, offering a comprehensive analysis of three distinct cable 
fixation strategies. 

 
Keywords— cable automation, cable fixation, electric vehicle 

manufacturing, robot-assisted plugging 

I. INTRODUCTION 
As the demand for EVs continues to surge, the 

manufacturing processes supporting their production face the 
challenge of keeping pace with this dynamic sector. Due to 
technical challenges, some processes continue to resist 
automation, such as cable plugging and fixation [1]. In 
addition to the production inefficiencies due to lack of 
automation, manual handling of cables close to high voltage 
connection points is a potential safety risk [2-4]. This paper 
explores cable fixation strategies within the context of 
automated cable plugging in EV manufacturing. 

Without a fixation strategy, forces acting on a loose cable 
due to vehicle vibration can damage the cable [5]. This not 
only affects wire performance [3] but is also a safety hazard 
[6]. As such, cable fixation is crucial to ensure that the cables 
remain securely and consistently constrained within the 
vehicles. The focus of this paper is on three distinct fixation 
methods: cable fixation within gaps, utilization of one-piece 
clips, and utilization of two-piece clips. The effectiveness of 
these methods is rigorously evaluated through a series of 
tests, measuring the time and force required for successful 
cable fixation, as well as accuracy of the automated process.  

This paper is structured around the three fixation 
strategies. Each strategy has a section explaining the design 
process, followed by a strategy description, experimental 
method, results and a discussion thereof. After each method 
has been thus introduced, a wholistic comparison of all the 
strategies is presented. 

The expected outcome of this study is an assessment of a 
variety of fixation strategies to be used for automated cable 
plugging. By examining the practicality, advantages, and 
limitations of each fixation approach in the context of 
automated assembly, this research offers insights to enhance 
the efficiency and safety of cable connections in the EV 
manufacturing process. 

II. STATE OF THE ART 
The battery of an EV is typically connected to the 

vehicle’s electrical components via a cable harness [7-8] 
while the high voltage battery itself is a combination of 
battery modules cabled together [9]. Despite the potential 
advantages of automation, due to technological challenges 
this battery cabling is currently performed manually [9, 10]. 
Cables are typically fixed within the vehicle using clips that 
are attached directly onto the cables, which are then manually 
plugged into position on the vehicle. This paper proposes 
alternative fixation methods so that this process can be 
automated. 

Model based solutions for cable manipulation tasks rely 
on pre-defined models to predict system behavior, whereas 
model-free approaches use real-time data and feedback, 
which have been more dominant in robotic wire manipulation 
tasks [10]. Solutions often employ cameras in combination 
with deep learning networks [11] or optical markers [12] for 
cable recognition, manipulation or quality assurance. Wnuk 
et al. divides the task into two parts, first estimating the shape 
of the wire harness to identify and distinguish components, 
and then determining the pose of each component using 
imaging and template matching techniques [13]. However, 
despite an increasing body of research, there is an 
overwhelming dissatisfaction among harness makers, 
equipment manufacturers, connector suppliers and OEMs 
regarding the limited automation options [14]. 

Using pre-attached clips such as in Fig. 1 requires 
identifying the cable and/or clip and manipulating it directly. 
Solutions that involve identifying and handling the cable 
directly (as opposed to only handling the plugs) are currently 
untenable for automation. Promising research is ongoing to 
automatically improve identify the pose of the cable and clips 
[13] and improving 3D sensors lead to higher accuracy and 
generality [15]. While this progress continues, this paper 
circumvents these challenges with strategies that only require 
handling the plug, not the cable itself. 



 
a b c d 

Fig. 1. Comercial (a,b) and industrial (c,d) cable management clips. 

Consumer products for cable management such as in Fig. 
2a and Fig. 2b are intended for use in a static environment, 
not to secure cables in a vibrating vehicle. They are designed 
for manual use, and require direct handling of the cable. 
Industrial versions such as in Fig. 2c and Fig. 2d offer more 
robustness but are also designed for manual use and require 
direct handling of the cable.  

Given the absence of a cable fixation solution suitable for 
automated processes, there is a demand for a new innovation 
in securing cables during automated electric vehicle 
assembly. This paper aims to achieve this by improving both 
hardware and process design.  

III. FIXATION STRATEGY 1: ONE-PIECE CLIP 

A. Design Process 
To automate cable fixation, certain criteria must be met, 

including the ability to insert the cable by handling only the 
plug—eliminating the need for cable position identification 
or extra handling steps—and limiting cable movement once 
clipped in to protect against vibration damage. 

The design process began with an analysis of 
commercially available, manually installable fixation 
solutions. We identified key features such as 45-degree 
chamfer-like geometries in many clips that facilitate cable 
insertion and prevent accidental dislodgement. Initial 
prototypes incorporating these geometries were 3D printed 
and evaluated. For production simplicity, PLA plastic was 
chosen for the clips. 

B. Description 
The one-piece clip has a geometry designed to allow for 

automated cable insertion while still securely fastening the 
cable within the electric vehicle assembly (see Fig. 3). It is 
fastened onto the workpiece as a prior assembly step, and the 
cable is automatically inserted into the clips during the 
plugging process.  

The top of the clip features a chamfer like entrance 
designed to guide the cable into place. To prevent the cable 
getting caught on the clip when being pulled through, a 
funnel-like chamfer geometry was introduced on the back of 
the clip. 

  
Fig. 2. Model of cabel being inserted into the one-piece clip.  

 

 

Fig. 3. Cable harness clip pre-attached to cable.  

C. Experimental Method 
The objective of these experiments is to assess the 

suitability of the one-piece clip fixation strategy. As 
introduced earlier, a loose cable can become damaged, and as 
such a suitable clip design must fix the cable securely in 
place. Therefore, experiments were conducted to measure 
how much force the clip can resist. Data was collected for 
both the pull-through force, the force needed to pull the cable 
through the clip; and the pull-out force, the force needed to 
pull the cable up and out of the clip. To determine the effect 
of clip geometry on resistance force, the geometry of the clip 
was iterated along two parameters: the gap between the clips’ 
internal tabs (labelled A in Fig. 4) and the distance from the 
base of the clip to the gap (labelled B in Fig. 4).  

 
Fig. 4. Diagram of iterated parameters for the one-piece clip. 

For each clip, the following data were measured: 
Pull-Through Force: The force required to pull the cable 
through the clip was measured by fully inserting a cable into 
the clip and robotically pulling the inserted cable 20cm while 
measuring real-time force data. The mean resistance over this 
distance is reported to account for variability in cable 
diameter. 
Pull-Out Force: The required upward force to remove the 
cable from the clip was measured by applying upward force 
onto a metal rod, which was attached to the cable on either 
side of the clip with zip-ties (see Fig. 5) and measuring real-
time force data. The maximum resistance value is reported 
since the increasing force before removal and lack of force 
after removal to not represent the clip’s resistance to pull-out 
force. 

In each trial, a UR5e 6-axis robot from Universal Robots 
was used to manipulate the cable. An internal force-torque 
sensor measured real-time force and torque data. A 10 mm 
diameter cloth-tape wrapped cable was used to match 
industrial conditions. 

 
Fig. 5. Diagram of the pull-out force test.  

This fixation strategy was then implemented into a test 
process in which a 60 cm cable was inserted into five clips, 
as in Fig. 8. A UR10e 6-axis robot from Universal Robots 



was used for all test processes for its increased range. The 
following data were measured:  
Process Accuracy: The accuracy of this method was 
measured by executing the process 50 times. To account for 
manufacturing variances, 3 cables were alternated.  
Process Time with Fixation: The time to execute the process 
with this fixation method was measured for each trial.  
Process Time without Fixation: The time to travel the same 
path without fixing the cable was measured for each trial. 
With this measurement the extra process time required by the 
securing method can be calculated. 

D. Results 
The results of the pull-through and pull-out force 

experiments are summarized in the matrices in Fig. 6 and Fig. 
7. The time and accuracy results for the test process are 
summarized in table 1. 

 
Fig. 6. Mean pull-through force for each one-piece clip. 

 
Fig. 7. Maximum pull-out force for each one-piece clip. 

 
Fig. 8. 60cm cable after being automatically fed into 5 one-piece clips. 

TABLE I.  PROCESS TIME AND ACCURACY FOR ONE-PIECE CLIP 

Average time without fixation (s) 18.26 (STD 0.016) 
Average time with fixation (s) 19.02 (STD 0.022) 
Time increase due to fixation (s) 0.76 (4.16%) 
Time increase per clip (s) 0.15 (0.83%) 
Accuracy (%) 100% 

 

E. Discussion 
The geometric iteration experiments resulted in pull-

through forces ranging from 0.44 N to 25.34 N, and pull-out 
forces ranging from 5.69 N to 24.65 N. Seeing the effects of 
the geometric parameters on pull-through and pull-out force 
allows process designers to select an appropriate geometry 
for their application. The pull-through force correlates with 
both the A and B parameters, whereas pull-out force 
correlates more strongly with parameter A with only modest 
impact from parameter B. These experiments also revealed 
that high pull-through and pull-out force increases the 
difficulty of cable insertion. As such, arbitrarily high values 
for these forces are likely not ideal for most applications, and 
a balance must be struck between cable fixation and cable 
insertion. The insertion force for the one-piece clip is 
dependent on process variables such as the angle of entry, 
speed and trajectory, in addition to the clip's geometry, and 
therefore the insertion force cannot be determined from 
geometry alone. A thorough investigation of the influence of 
process parameters on insertion force would be a good 
avenue for future investigation.  

During the test process it was observed that a clip with 
parameter A of 5.6 mm and parameter B of 8.3 mm offered 
the highest pull-out and pull-through force while still being 
able to be inserted effectively. While some other clips offered 
higher resistive forces, this also caused sufficient resistance 
to insertion to render them impractical, and so the above 
geometric parameters were selected for the test process. The 
process proved to be highly reliable, with an accuracy of 
100% for the 50 attempts. Process time increase was very 
small at 0.83% per clip, proving the strategy to be promising 
in terms of time efficiency. 

This strategy was successfully implemented, and is 
suitable for processes where time is paramount, but the 
additional process step to affix the clip to the workpiece is 
acceptable, and the securing force does not need to be higher 
than approximately 10 N. 

IV. FIXATION STRATEGY 2: TWO-PIECE CLIP 

A. Design Process 
The two-piece clip was designed to address observed 

limitations of the one-piece clip: high pull-out and pull-
through forces inhibited cable insertion into the one-piece 
clip. It was therefore decided to separate clipping into two 
steps: In the first step the cable would be guided into the 
bottom piece of the two-piece clip, which holds the cable 
passively in place but does not secure it, allowing for easy 
cable insertion, In the second step the top-piece of the two-
piece clip is inserted into the bottom-piece, locking the cable 
in place and allowing for high pull-through and pull-out 
forces.  

Various locking mechanisms between the two pieces 
were prototyped, inspired by commercially available 
products such as cable ties, automotive push pins, and 



drywall plugs. The final design consists of teeth lining the 
inside of the bottom-piece and the outside of the top-piece. 

B. Description 
The bottom-piece (see Fig. 9 left) is shaped like a square 

‘U’ and is installed onto the workpiece in a prior process step. 
A cable is guided into the bottom-piece, which passively 
holds the cable in place until the cable is plugged. The inside 
walls of this piece feature teeth to lock the top-piece in place.  

The top-piece (see Fig. 9 right) is gripped by a robot and 
is inserted into the bottom piece from above. The locking 
teeth are able to slide into the bottom piece from above, but 
once inserted the teeth lock the top piece in place. 

a   b    
Fig. 9. Model of two-piece clip, bottom-piece (a) and top-piece (b). 

C. Testing Methodology 
To assess the two-piece clip fixation strategy, the same 

pull-through and pull-out force tests were conducted as for 
the one-piece clip. Here, the maximum force values are 
presented because the clip holds the cable securely until a 
force sufficient to dislodge the top-piece is applied, at which 
point the clip offers no resistance. 

The geometry of the two-piece clip was iterated along 
three parameters: length of the teeth (labelled A in Fig. 11) 
the number of teeth on the top-piece (labelled B in Fig. 11) 
and the presence of support geometry on the bottom-piece 
(labelled C in Fig. 11). 

  
Fig. 10. Model of cabel being inserted into two-piece clip. 

 
Fig. 11. Diagram of iterated parameters for the two-piece clip. 

This fixation strategy was then implemented into a test 
process in which a 35 cm cable was secured with 2 two-piece 
clips, as in Fig. 10. Process accuracy and process time with 
and without fixation was measured, as before.  

D. Results 
The results of the pull-through and pull-out force 
experiments for two-piece clip are summarized in Fig 12 

and Fig. 13. The time and accuracy results for the test 
process are summarized in table 2. 

 
Fig. 12. Mean pull-through force for each two-piece clip. 

 
Fig. 13. Maximum pull-out force for each one-piece clip. 

TABLE II.  PROCESS TIME AND ACCURACY FOR TWO-PIECE CLIP 

Average time without fixation (s) 13.40 (STD 0.023) 
Average time with fixation (s) 24.12 (STD 0.030) 
Time increase due to fixation (s) 10.72 (78.4%) 
Time increase per clip (s) 5.36 (39.2%) 
Accuracy (%) 100% 

E. Discussion 
The geometric iteration showed a clear advantage for the 

2 mm teeth over the 1 mm teeth in terms of pull-through and 
pull-out force. The versions without the support structure 
generally performed better as well. The effect of the number 
of teeth is not directly obvious, though four teeth tended to 
perform better. This is likely because more teeth result in a 
greater resistive force, but the teeth must also be placed lower 
down on the top-piece geometry, potentially forcing the 
bottom-piece geometry to open slightly more. 

The test process had a high accuracy of 100% for the 50 
trials. Unlike for the one-piece clip, high pull-out and pull-
through force did not affect the cable insertion. Therefore, the 
geometry with the highest pull-out and pull-through forces 
was selected, namely the clip with four 2 mm teeth without 
support geometry. While the securing forces were high, the 
process took 39.2% longer per clip. Moreover, in addition to 
fastening the bottom-piece to the workpiece as a separate 
process step, the two-piece solution also requires the top-
piece to be integrated into the automatization process. The 



two-piece clip ensures a very secure cable, at the cost of 
process time and complexity.  

This strategy is suitable for processes in which high 
fixation forces are desirable, but time is not paramount and 
the extra process complexity of integrating both pieces is 
acceptable. 

V. FIXATION STRATEGY 3: GAP IN THE WORKPIECE 
A. Description 

This cable fixation strategy adopts a minimalistic 
approach that does not require any additional hardware. 
Instead, excess cable is secured in gaps or spaces within the 
workpiece, as seen in Fig. 14. To implement this cable 
fixation strategy, the plugs on either side of the cable are 
moved to face each other. In this configuration, cables under 
20cm in length form a ring, allowing for the position of the 
cable to be predicted. The cable is then neatly fed into the 
gap. In order to increase the success rate, force data from a 
force-torque sensor can be implemented to detect 
unsuccessful insertions. 

B. Testing Methodology 
This fixation strategy was directly implemented into a test 

process, as this fixation strategy does not require any 
hardware to optimize. A 20 cm cable was secured into a 12 
mm gap between two plastic blocks, as in Fig. 14. As before, 
cable diameter is 10 mm. Force data was used during 
insertion to indicate that a force was detected before the 
desired inserted position was achieved, in which case the 
position was adjusted accordingly. As before, process 
accuracy and process time were measured. 

 
Fig. 14. Representation of the “Gap in the Workpiece” strategy. 

Since the cable is significantly contorted during this 
process, the following parameter was measured in addition to 
the data measured in the other experiments: 
Maximum handling force: The maximum force applied to 
the cable in each axis to manipulate it into the correct 
configuration. 

C. Results 
The time and accuracy results for the test process are 

summarized in table 3, and maximum force on the cable 
during the test process is summarized in table 4. 

TABLE III.  PROCESS TIME AND ACCURACY FOR SECURING IN GAP 

Average time without fixation (s) 5.63 (STD 0.018) 
Average time with fixation (s) 12.96 (STD 0.020) 
Time increase due to fixation (s) 7.33 (130.1%) 
Time increase per clip (s) N/A 
Accuracy (%) 100% 

TABLE IV.  MAXIMUM FORCE ON CABLE WHILE SECURING IN GAP 

Force X (N) 8.86 
Force Y (N) 11.39 
Force Z (N) 11.73 
Torque X (Nm) 0.28 
Torque Y (Nm) 0.24 
Torque Z (Nm) 0.36 

D. Discussion 
This strategy does not require additional hardware, 

potentially simplifying process complexity. However, the 
process time is significantly increased, on average by 
130.1%, which may disqualify this strategy for certain 
applications. 

Considering that these cables survived forces upwards of 
50 N in the two-clip geometry iteration, the maximum forces 
applied to the cable with this strategy are comparatively 
modest, between 8.86 N and 11.73 N. 

This strategy is suitable for applications in which process 
simplicity is paramount, but a substantial process time 
increase is acceptable. 

VI. COMPARISON 
Analysis of the results of the three cable fixation strategies 

reveals advantages and limitations to each. Here the strategies 
will be compared to each other, as well as to consumer and 
industrial cable management solutions. 

The "Gap in the Workpiece" method is a cost-effective 
solution that requires no additional hardware, making it an 
attractive option for simplicity and affordability. However, 
process duration is highest, increasing process time by 
130.1%. Moreover, the "Fixation in Gap" strategy is 
constrained by cable length, as the behavior of the cable 
becomes too unpredictable above a length of 20cm. 
Additionally, finding a suitable gap might not always be 
feasible depending on the specific application requirements. 

The "Two-Piece Clip" method stands out for its high 
reliability. It can resist pull-through forces up to 40 N and 
pull-out up to 52 N. The process time increase sits between 
the other two methods at 39.2% per clip. However, this 
method necessitates a more substantial implementation 
effort: it involves mounting the bottom-piece onto the 
workpiece, and incorporating the top-piece into the assembly 
process. This added complexity can result in increased costs 
and implementation time, which must be weighed against its 
reliability. Additionally, keeping the cable inside the bottom-
piece until the top-piece is introduced might be challenging 
in certain processes. 

The "One-Piece Clip" method presents a balanced 
alternative between the other two strategies. The selected 
geometry resists pull-through forces up to 1.28 N per clip, 
and pull-out forces up to 6.13 N. The increase in process time 
is the smallest of the three methods by far, adding only 0.83% 
per clip. This method is considerably faster than the " Gap in 
the Workpiece" method, while introducing less complexity 
than the "Two-Piece Clip" method. Although not measured 
in this study, the effect of the angle between the clips on pull-
though force presents an interesting avenue for future 
research. 

The commercial and industrial cable management 
solutions are non-starters for this approach. They require 
interaction with the cable itself, which is presently not 
automatable. 



The selection of the most appropriate cable fixation 
strategy should be determined by a thorough evaluation of the 
specific requirements and priorities of the electric vehicle 
manufacturing process. The "Gap in the Workpiece" method 
may be a suitable choice when cost-effectiveness and 
simplicity are paramount, even if it comes at the cost of time. 
The "Two-Piece Clip" method provides the highest security 
but demands a more significant implementation effort. In 
contrast, the "One-Piece Clip" method balances security and 
complexity, while boasting a very small process time 
increase. Ultimately, the choice of strategy should align with 
the specific needs and constraints of the manufacturing 
environment. 

VII. CONCLUSION 
This paper explores cable fixation in automated electric 

vehicle (EV) assembly. The study examines three distinct 
cable fixation methods: the utilization of one-piece clips, 
two-piece clips, and cable fixation within gaps. Each method 
was evaluated through tests measuring aspects such as cable 
pull-through force, pull-out force, process accuracy, and 
process time. 

The main outcome of this investigation is this array of 
automatable cable fixation strategies, along with an 
assessment of their suitability. Each has advantages and 
disadvantages relating to process time, process complexity, 
cost and fixation forces. Ultimately, the choice of cable 
fixation strategy should align with the specific needs and 
constraints of the EV manufacturing environment. The "Gap 
in the Workpiece" method may suit scenarios prioritizing 
cost-effectiveness and simplicity, while the "Two-Piece Clip" 
method provides superior fixation, albeit with increased 
implementation efforts. The "One-Piece Clip" method offers 
a balance of fixation and complexity, with minimal process 
time increase. The selection of the most appropriate strategy 
should undergo a thorough evaluation considering the unique 
requirements of the manufacturing process. 

Incorporating advanced cable fixation strategies into 
electric vehicle manufacturing could significantly impact 
both product quality and the efficiency of the manufacturing 
value chain. Automated fixation methods, such as one-piece 
clips, two-piece clips, and gap-based strategies, streamline 
production by reducing the dependency on manual labor, thus 
lowering production times and costs. This standardization not 
only simplifies inventory management by reducing the 
variety of required components but also enhances the 
reliability and safety of the final product by ensuring 
consistent and secure cable installations. Furthermore, the 
simplification of the supply chain and the reduction in skilled 
labor needs could lead to substantial economic benefits and 
increased scalability for EV manufacturers, ultimately 
improving the overall competitiveness in the automotive 
industry. 

It is important to note that this study relies on 
experimental setups that may not directly translate to 
industrial scalability, and the potential variability in cable 
dimensions and material properties could affect the 
generalizability of the fixation strategies evaluated. 

There are numerous paths for future research. 
Investigating the insertion force dynamics of the one-piece 
clip under varied process conditions and exploring the 
scalability and process complexity of the two-piece clip 
method are avenues for refinement. Additionally, delving 
into alternative materials and designs for fixation components 
could lead to advancements in both fixation and 
implementation ease. Adapting the "Gap in the Workpiece" 
method for longer cables and integrating machine learning or 
computer vision for real-time optimization offer practical 
avenues for enhancing efficiency and adaptability in electric 
vehicle assembly processes. 
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Abstract—Electric heating systems present a challenge 

compared to conventional systems in combustion engine cars 

due to inherent operational differences. Given the rising 

demand and rapid expansion of production, it is therefore 

crucial to harness potential by, for example, increasing 

efficiency. Quality fluctuations must be considered and reduced 

during the product manufacturing process. Thus, quality 

control within the production line is vital for early defect 

detection. These combined demands increase the complexity of 

system design and pose challenges for analytical methods. In this 

article, we present an integrated logistics design for production 

of heating systems for electric cars, implemented through 

process automation. The chosen approach supports the 

production process and reduces the error rate caused by heat 

input during the coating process under investigation. The 

processes were analyzed to identify inefficiencies and potential 

bottlenecks. The results of this analysis were included in the 

concept, whereby the material flow was examined by discrete-

event simulations. 

Keywords—Electric Heating System, Logistics System, 

Production Optimization, Discrete-Event Simulation 

I. INTRODUCTION 

The transition from fossil combustion engines to 
electromobility requires the use and installation of new 
components and vendor parts for the production of electric 
vehicles in the automotive industry. This is due to the growing 
global market for electrically powered vehicles and the 
resulting increase in demand for supplier parts [1]. These 
components include thermoelectric heating systems that are 
operated electrically in these vehicles, which sets them apart 
from conventional systems. Efficient solutions are needed 
here, as energy consumption of these systems can be high and 
this drastically reduces the range of the cars [2, 3]. 

Various solutions exist on the market, with this 
contribution focusing on a solution, composed of multiple 
layers. A thin coating system is applied during the production 
of the electric heater in question, which is outlined in Fig. 1. 
These layers consist of various metallic and ceramic 
compositions. The production system and the supplier parts 
must fulfil the qualitative and quantitative requirements of the 
market. This includes meeting customer deadlines so that 
there are no delivery delays, as well as ensuring the high 
quality of the components. Current production and logistics 
systems are reaching their limits here. Therefore, new 

solutions have to be evaluated. One possible approach is to 
increase the level of automation to remain competitive in a 
high-wage location such as Germany. Furthermore, stable 
quality and process control of the applied layers is essential to 
avoid potential rejects and carryover to subsequent production 
steps. 

 

 

Fig. 1: Layered structure of the heating system 

 

A. Objectives 

This scientific paper presents an approach with an 
integrated logistics system in a production system at a supplier 
to the automotive industry, which operates in conflict between 
high quantities and high-quality requirements without 
delaying deliveries to customers. The current process has a 
fixed batch size and a low level of automation, resulting in 
longer interruptions due to set-up times. It is therefore unable 
to meet these requirements. New technology must be 
integrated to make processes more efficient and generate 
higher output. For this purpose, the production process is 
analyzed to determine the requirements. These findings form 
the basis for the design of the logistics system, from which 
specific structure of the layouts for the workstations will be 
derived. The concepts are implemented in a discrete-event 
simulation environment to identify a preferred variant. 

B. Structure of the paper 

To achieve the described objectives, the article is 
structured as follows: After a description of the state of the art 
in the second chapter, the procedure for developing the system 



 

 

is described in chapter 3. First, the framework conditions are 
outlined, possible solutions are designed and finally looked at 
in a discrete-event simulation environment. The chapter 
concludes with a discussion of the results and an outlook for 
future work. 

II. STATE OF THE ART 

The objective of the contribution encompasses a range of 
subject areas, including not only the development of a 
production system within the e-transformation of the 
automotive industry but also the solutions to monitor the 
production quality. 

An approach to optimizing processes within logistics and 
production involves the implementation of lean management 
techniques, aimed at enhancing productivity and minimizing 
waste. Different types of waste occur in logistics and 
production processes, such as waiting times, idle times and 
transportation [4]. To avoid this waste, it must first be detected 
in production, using e.g. RFID technology and digital twins. 
The use of these technologies makes it possible to know at all 
times which material is where and where it is needed [5, 6]. 
One of these enablers are Internet of Things applications, 
which are aimed at networked production [5]. Furthermore, 
Harrison points out the on-going blurring between 
manufacturing and logistics within production systems [6]. By 
automating logistics, non-value-adding activities can be 
reduced [7]. In the food industry, for example, conveyor belts 
are used that can be moved according to the drying times of 
the food, thus combining transportation and drying times [8]. 
Also, conveyors such as Power+Free are used in coating 
applications to enable uniform coating and transportation [9, 
10]. 

The scenario outlined in the introduction, where electric 
heating systems complement traditional ones and, with the 
growing market share of electric vehicles, has been 
documented for other supplier components. Kampker, 
Kreisköther, Büning, Teichel and Theelen have described this 
for the production of electric motors and developed a model 
for process control for the start of production [11]. The quality 
of products plays a central role, as increased cost factors for 
quality directly increase customer satisfaction [12]. Various 
methods are used to maintain quality within production 
systems, such as Six Sigma or inspections [13]. Colledani, 
Tolio and Yemana describe strategies to consider production 
quality in the start-up phase [14]. In addition, the development 
and possible methods for inline quality measurement are 
considered in a variety of scientific articles [15–19] to assess 
the quality of the processing of a wide range of products. 
Azamfirei et al. provide an overview in a systematic literature 
review [20]. Machine learning can also be used as a prediction 
model [21].  

A logistics system to produce electric heating systems 
could not be located. Additionally, no approaches involving 
inline quality measurement for this product type were found. 
Since inline quality measurement can detect defects at an early 
stage, a corresponding approach is considered for the 
production and logistics system. The next step is therefore to 
define the initial scenario and design the associated logistics 
and production system. 

III. METHOD 

This chapter presents an approach that efficiently 
integrates logistical tasks into the production process. Firstly, 

the initial process is described and the requirements defined. 
After this definition, two resulting concepts are presented, 
which are evaluated in a discrete-event simulation. 

A. Requirements analysis 

The production of heating systems involves many 
production steps, from welding to the assembly of 
applications. Coating is selected as an example production 
step for the optimisation under consideration. The coating 
process is the core technological process in the production of 
the investigated heating systems, which is examined in more 
detail below. The requirements were defined in a workshop. 

The manufacturing process is thermal spraying. The 
product differs from other solutions in the design of the heat 
exchanger. Each layer has a specific function for the product 
and must therefore fulfil the quality requirements, like same 
layer thickness with each application. 

 

 

Fig. 2: Illustration of the initial situation with components on a rotating disk 

 

During production, a mask is first applied to the workpiece 
to ensure that only the intended area is coated during the 
spraying process. The employees attach the workpieces step 
by step to a rotating disc. The disc is rotated with the 
workpiece and these are gradually coated by thermal spraying. 
Each layer is not applied completely to the entire surface in a 
single pass. During the coating process, a layer is first applied 
to the upper end of the workpiece. The next workpiece is then 
coated. The spray head moves slowly from top to bottom 
during the process and applies a complete layer after many 
passes around. After the coating process, the workpieces must 
be manually removed from the rotating disk. During this time, 
there is an unproductive waiting period. The process has a 
high manual component, as the workpieces must be assembled 
and disassembled for each process step. The workpieces are 
also transported manually to the next coating station. As a 
result, the future production capacity cannot be achieved.  

Automated transportation between workstations could 
make the production process more efficient by avoiding waste 
in the form of transport and waiting times. To achieve the 
quality requirements and not to continue coating previously 
defective parts, an inline quality control must be carried out 
after each coating process. 

B. Concepts 

While the coating process is automated, efficient 
interlinking of the systems is required. For this purpose, 
systems available on the market are selected and integrated 
into concepts. Within this paper, two variants are presented, 
which are defined as follows: 



 

 

1. Production system with transfer system 

2. Production system with conveyor line 

1) Production system with transfer system 
The first concept includes a transfer system that links the 

workstations together. The workpieces travel vertically on this 
transfer system. A one-piece flow and batch operation can be 
realized. Figure 3 shows the concept. 

 

 

Fig. 3: Illustration of the layout in the first concept (blue: material flow; 
orange: inline quality measurement, green: discharge point) 

 
Within this concept, the coatings are applied in two 

coating booths that are connected by the transfer system. The 
workpieces are attached to the transfer system together with 
the mask, whereby the coating process does not have to be 
interrupted. The workpieces circulate within the spray booths 
and are coated one after the other. The coating is applied in 
rows. The torch moves up and down at a constant speed. The 
travel time between two coating processes allows the 
workpiece to cool down and there is no increased heat input, 
which favours the quality of the coating. Masking is fitted in 
front of each spray booth and removed after coating. The 
quality can be measured behind each workstation within the 
line. 

2) Production system with conveyor line 
The second concept integrates a conveyor line and is 

shown in the following Fig. 4. The workpieces are clamped at 
the start with a mask by a worker and travel from station to 
station on a discontinuous conveyor. This allows a one-piece 
flow to be realised. The workpieces can be ejected manually 
between the coating processes. The masking is assembled and 
disassembled between the workstations. At each station, a 
robot moves over the workpiece and applies the coating. In 
contrast to the first concept, the coating is not applied in rows, 
but a complete layer is applied to the individual component 
before the workpiece leaves the workstation. The increased 
heat input into the semi-finished products results in a higher 
reject rate and warpages. The coating thickness can be 
measured, and the quality checked behind each workstation 
within the line. Due to the modular configuration of the 
stations, consists of the coating station, quality control, and 
conveyor system, the stations can be arranged flexibly, 
accommodating spatial constraints. Within this scenario, they 
were placed in a row. 

 

Fig. 4: Illustration of the "conveyor line" concept (blue: material flow; 
orange: inline quality measurement, and discharge point) 

 

3) Ejection of the defective components 

As mentioned in the previous sections, the quality control 
of the electric heating system is a priority. Based on the 
automated quality inspection of components, as presented by 
Weiher et al., products can be excluded from the process to 
varying extents and subjected to manual review by employees 
[22]. Following the end-of-line inspection, individual 
products, batches, or lots may be rejected based on the 
specific error detected by deep convolutional neural 
networks. After inspection and the detection of no faults, 
individual or multiple products can be reintegrated into the 
production process. The described approach of quality 
measurement applies to both concepts.  

The sketches of the concepts show the positions for inline 
measurement. Defects and products are categorised here. The 
defects must be recognised and sorted out at an early stage. 
The inline quality measurement is a coating thickness 
measurement that lies within a tolerance range. 

For this purpose, three sections were defined for the inline 
quality measurement. These areas were determined by 
analysing process data. In downstream production 
operations, these must be constantly monitored and adjusted 
if the process changes. The three areas are organised as 
follows: 

• Green area: No abnormalities in the coating 
thickness measurement. Coating thickness meets the 
requirements. 

• Yellow area: Coating thickness deviates slightly but 
is still within limits. The identification number of 
the semi-finished product is noted. In the event of 
repeated anomalies, the product is rejected 
immediately 

• Red area: Immediate ejection at the next ejection 
point; inspection by a qualified employee if 
necessary. 

The manual work step of the worker, in which the 
masking must be applied to or removed from the workpiece, 
offers the possibility of removing a faulty component from 
the production system. For this purpose, the employee 
receives the information for the ejection process via a visual 
signal. 



 

 

 

Fig. 5: Strategy for classifying defects for inline quality measurement 

 

C. Simulation 

To compare the two concepts and evaluate the production 
volume, discrete-event simulations of the material flows were 
created. The first concept differs from the second concept as 
the coating time in the booth depends on the batch size. This 
batch size changes during production due to the ejection of 
defective components. This results in dynamic processing 
times in the coating chamber for concept 1. For this reason, 
the processing times for concept 1 in TABLE 1are specified in 
rounds, i.e. how often the workpiece passes in front of the 
torch. 
 

TABLE 1: PROCESSING TIMES FOR BOTH CONCEPTS 

 Concept 1 Concept 2 

Adhesive base 20 tua 7 tua 

Ceramic layer A 25 roundsb 2 tua 

Metallic layer A 30 roundsb 3 tua 

Ceramic layer B 22 roundsb 2 tua 

Metallic layer B 18 roundsb 7 tua 

Metallic layer C 19 roundsb 3 tua 

a Tu = Time units  

b The processing times for the individual coating processes are dynamic in Concept 1, so no exact 
times can be specified. 

 

For this purpose, the various planning data of the different 
processes were determined and merged in the simulation 
model. The simulation was set up in accordance with 
VDI3633 [23]. To simplify the simulation, only the processes 
necessary for the design and selection of the concept were 
mapped. In order to conclusively evaluate the relevant 
processing time of the individual workpieces described for 
the two concepts in the production system, the simulation 
period was set at one year, so that the production quantity and 
the scrap quantity were defined as key figures for the 
evaluation. The various adjustable process parameters, such 
as defect percentage, coating times and times, were 
determined in laboratory tests. “Tecnomatix Plant 
Simulation" is used as a simulation tool. The software enables 
logistics and production processes to be examined and 
analyzed. Fig. 6 depicts the integration of the concepts into 
the simulation environment. 

 

 

Fig. 6: Simulation of (I) the transfer system and (II) the conveyor line 

 

D. Results 

The simulation was used to check the production volume 
for the various concepts, which together with the defects 
represent the key indicators under consideration. The Fig. 7 
shows the results for the two concepts. Concept 1 (transfer 
system) has a higher production volume and a lower number 
of defects than concept 2 (conveyor).  

The process steps of cooling and curing required for the 
coating process are carried out in the logistics process of 
concept 1. Without the transportation between the application 
of thermal spraying, more defects would occur and the 
necessary quality would not be achieved. Therefore, the 
integration of logistics into the production process is essential 
for the thermal coating process for electric heater 
manufacturing. So, the first concept is the preferred solution 
in terms of production volume.  

 
Fig. 7: Production volume and waste of concept 1 and concept 2 

 

IV. SUMMARY AND OUTLOOK 

This article looked at the optimisation of a production 
system in which the logistics system is directly integrated into 



 

 

the production system. To this end, the current process was 
first analysed and concepts for the automation of logistics 
were presented. A discrete-event simulation was selected to 
evaluate the overall system and check the fulfilment of 
customer requirements. In addition, a quality measurement 
system was considered as well as the handling of defects in 
the production process under consideration. The objective 
could be achieved with process automation. A transfer system 
was identified as the preferred solution for the specific 
application of manufacturing heating systems for electrically 
powered vehicles. 

However, the sustainable adaptability of this system must 
be examined in further studies, particularly regarding 
adjustments to the manufacturing process or the variety of 
variants of the initial product. The simulation procedure must 
be supplemented for this purpose. In the simulation, no 
parameters were taken into account that consider the state of 
the systems due to wear, repairs, and human error. These 
influencing factors can lead to deviations between the 
simulated results regarding production quantity and rejects 
and thus to a deviation from the actual conditions. No layout 
optimization was carried out for either concept. This means 
that further potential can be unlocked by modifying the layout 
of the production systems, for example. 

The transfer system has now been set up and is being tested 
in the field to check its effectiveness. Although the manual 
activities in the process have been reduced, there is still 
potential to automate the process. Examples of this include the 
automated ejection of defective workpieces or the automatic 
assembly of masking. 
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Abstract—The concept of an electrified road (E|ROAD) is
based on electrically powered vehicles, and can overcome the
problem of range limitation with minimal, cost-effective energy
storage. A moving Field Inductive Power Transfer (MFIPT)
system for supplying power to electric vehicles while driving
along the route using primary coils arranged below the pavement
is described. These primary coils transmit the energy via an alter-
nating magnetic field to a secondary coil fixed to the vehicle below
its floor. Only those primary coils located below the secondary
coil of a vehicle are excited. By switching the compensation
capacitors between the primary coils, the magnetic or electrical
energy stored in the primary coils and compensation capacitors
is passed on in the direction of travel, thereby achieving a high
level of efficiency.

Keywords— electric vehicles, wireless power transfer, inductive
power transfer, electric road, moving field inductive power
transfer, energy transfer for electric vehicles

I. INTRODUCTION

In order to achieve the climate goals by reducing carbon dioxide
emissions, only purely electric vehicles can be considered. All
internal combustion engine fuels are either not carbon neutral or
extremely expensive, as their use requires up to five times more
renewable energy than powering electric vehicles (EVs) directly
from electricity [1]. The share of battery electric vehicles (BEVs)
amongst the cars on Germany’s roads has increased continuously
in recent years but is still below expectations. The main reasons
are the high purchase price due to the high cost of conventional
lithium-ion batteries, the limited range and the inconvenient and time-
consuming charging process. There is currently a trend towards heavy
and expensive cars, such as SUVs. This is, among other things, due
to the need of accommodating heavy and large batteries in order to
achieve a long range. The heavy weight in turn leads to high energy
consumption. In BEVs, the traction battery increases both the vehicle
weight and the purchase price compared to vehicles with internal
combustion engines [2], [3].

To overcome these problems, the mobility concept of an electrified
road (E|ROAD) was developed based on electrically powered vehi-
cles, which can eliminate the problem of range limitation with min-
imal, cost-effective energy storage. While conventional combustion
engine-powered vehicles still have to carry their drive energy with
them and thus unnecessarily tie up space and resources and waste
time when refueling, contactless energy transfer from an electrified
road should be able to provide a constant supply of energy to the
electric vehicle [4]–[7].

The “Moving Field Inductive Power Transfer” (MFIPT) system
concept for the wireless inductive power supply of electric vehicles
enables contactless energy transfer from an electrified road to the
electrically powered vehicles through dynamic inductive charging
while driving. In order to achieve high efficiency, only the energy
channels for which the energy provided can be received by electric
vehicles are activated, and the energy stored in an activated primary
coil is completely passed on to the next primary coil when switching
from the activated primary coil to the next primary coil [8]–[17].

II. INDUCTIVE POWER TRANSFER SYSTEMS

In systems for the wireless inductive power supply of EVs, the
energy is transferred without contact from a primary coil to a
secondary coil. We distinguish between stationary IPT systems for
charging the car battery on a parking lot and dynamic IPT systems

for EV power supply and battery charging while driving on the
road. Systems for inductive charging of EVs are described in [18]–
[20]. The application-related and variable distance between primary
and secondary coils results in high leakage inductances, which
limit the coupling. To compensate for these leakage inductances,
capacitances are added to the primary and secondary coils [21]–
[23]. In 1997, A. Laoumar et al. proposed inductive charging for
fully automatic BEV charging stations [24]. A stationary IPT system
for overnight recharging of electric vehicles is described in [25].
Automatic impedance matching in IPT systems is described in [26].
Detailed studies of the influence of geometry and material parameters
on the coupling of primary and secondary coils and on the IPT system
efficiency were made in [27].

A Dual Mode Electric Transportation (DMET) system in which
energy is inductively transferred from a powered roadway to moving
EVs is described in [28], [29]. The energy from the roadway can be
used for high-speed, long-range travel and for replenishing energy
stored in the vehicle in batteries. The stored energy is available
for short-range travel off the powered highway network. Inductive
dynamic energy supply while driving is also discussed in [30]. By
connecting the vehicle almost continuously to the power grid, the
battery capacity can be reduced to a minimum, while at the same
time eliminating the problem of how to extend the range [4], [5],
[31]–[33]. A method for controlling the resonant frequency in IPT
systems for charging of moving EVs is described in [34]. Overviews
on the performance of BEVs and on wireless charging technologies
are presented in [35]–[46].

III. MFIPT SYSTEM

The MFIPT system described in this paper uses primary coils
arranged below the pavement of the road. Fig. 1 shows a schematic
representation of the roadway and a vehicle equipped with MFIPT
system [9]–[11]. Below the pavement, primary coils are arranged and
a secondary coil is mounted below the vehicle floor. The primary
coils transmit the energy via an alternating magnetic field to a
secondary coil located at the vehicle below its floor. Only those
primary coils located below the secondary coil of a vehicle are
excited. Compensation capacitors connected with the primary and
secondary coils yield resonant energy transfer. The MFIPT system
differs from other IPT systems by the circumstance that the energy,
which is stored in the resonant circuits formed by primary coils and
compensation capacitors, is completely passed on to the subsequent
primary coil following in the direction of traveling when switching
the activation from one primary coil to the next one [8]–[16].

Secondary

Coil

Primary Coils

Fig. 1. Coil arrangement in MFIPT system.

In the previously known solutions, there is either no resonant
energy transfer, which has a negative effect on the efficiency of the
energy transfer, or, when using resonant tuning with a fixed assign-
ment of primary coils and compensation capacitors in a permanently
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Secondary Coil

Primary Coils

Fig. 2. Primary and secondary air coils.

connected resonant circuit, the stored energy in the resonant circuit
is not passed on to the next resonant circuit, when switching from
one resonant circuit to the next resonant circuit.

Fig. 2 shows the schematic arrangement of the primary and
secondary coils. The secondary coil has a length larger than that of
two primary coils. So at any time the secondary coil covers at least
one primary coil. The primary coil is fully covered by the secondary
coil and excites an alternating magnetic field which induces a voltage
in the secondary coil. For a short time interval the secondary coil of
the moving car covers two primary coils. Within this time interval
the activation is passed over to the next primary coil unit.

The MFIPT system is based on a switched DC-DC inverter that
converts the direct current supplied by a stationary power line into
direct current that is delivered to the electric vehicle on the road. Such
inverter circuits in connection with stationary systems for inductive
power transmission have been already discussed [23], [47], [48].
Primary coils arranged under the road are used, which transmit the
energy via an alternating magnetic field to a secondary coil located
below the vehicle floor.

Resonant inductive power transmission enables the very efficient
high power transmission over large air gaps between transmitting and
receiving coils. Circuit designs for resonant inductive power transfer
were investigated using network modeling. The ability to achieve
efficiencies of up to 97% has been demonstrated [49].

LP1 LP2 LP3 LP4

LS

SP1 SP2 SP3 SP4

CP1 CP2 CP3 CP4 CP5

SR1SL1 SR2SL2 SR3SL3 SR4SL4

LOAD

+V0

−V0

CS

DC Power Line

Fig. 3. The MFIPT circuit.

In [50] the parameters of circular and rectangular coil transformers
were modeled under different conditions. The feasibility of power
transfer over large air gaps has been shown. Automated assembly
and manufacturing technologies, high volume production concepts
for contactless power transfer systems, and the rationalization of the
winding process of the HF-litz wire coil structures together with
flexible automation concepts for this process are presented in [6].

In the circuit shown in Fig. 3, only one primary coil LPi

overlapped by a secondary coil LS of a vehicle is excited by
periodically switching the switch SPi. To increase the efficiency
of power transmission, primary and secondary circuits are tuned to
resonance with the capacitors CPi and CS . When the secondary coil
is covered by two primary coils the primary coil is replaced by the
next primary coil in the direction of motion of the vehicle and also
the primary capacitor is replaced by the next one. The advance takes
place in the currentless state of LPi and in zero voltage state of CP .

Fig. 4. The bidirectional inverter basic cell.

The circuit arrangement described in Fig. 3 and the method
associated with it effectively yields an oscillating circuit consisting of
a primary coil and a compensation capacitance, which is in the steady
state and follows the vehicle to be supplied with energy. As described
above, a primary coil is replaced at the instant of zero crossing of
the coil current by the primary coil following in the direction of
travel, with the entire energy of the resonant circuit being stored as
electrical energy in the capacity arranged between the two primary
coils, at this instant of time when switching from one primary coil
to the next. By switching, the resonant circuit is now formed by
this capacity and the newly connected primary coil, whereby the
newly formed resonant circuit is already in the steady state since
the capacity is fully charged. Thereafter, at a time when all of the
energy is stored as magnetic energy in the newly connected primary
coil and the capacitances are in a zero voltage state, the connection
of the primary coil to the preceding capacitance is interrupted and
the subsequent capacitance is switched on.

By this way the resonant circuit formed by a primary coil and a
compensation capacitor is now shifted by one primary coil segment
in the direction of travel. The process is repeated at a time when
the next primary coil in the direction of travel is located under the
secondary coil of the vehicle. In this way, the arrangement acts as if a
resonant circuit formed by a primary coil and compensation capacitor
in the steady state were moving with the vehicle.

An exemplary system was designed for a resonance frequency
of 20 kHz, since this frequency is, on the one hand, high enough
to enable implementation with air coils and a sufficiently large
distance between primary and secondary coils, and, on the other
hand, sufficiently low to prevent electromagnetic energy from being
radiated into the environment. The efficiency of inductive wireless
energy transfer was calculated for a system with a transmitted power
of 20 kW [12]. The primary and secondary coils were assumed to
be rectangular air coils with edge lengths of 1.5 m × 1.5 m and
1.5 m × 3 m, respectively, and an air gap of 30 cm was chosen
between the coils. For exemplary implementations, the calculations
show efficiencies of 83% and 95% for resonator Q factors of 100
and 400, respectively.

IV. SWITCHED DC TO DC CONVERTER

The IPT system is powered from a high-voltage DC line via
inverters. An IPT system where the power transfer ability of the
transformer is improved by using a parallel capacitor connected to
the secondary coil and a voltage resonant are described in [51]. The
inductive energy transmission principle enables the implementation of
high-efficiency, high-power-density, systems suitable for applications
with a wide input and load range [52]. The bidirectional inverter basic
cell of the IPT system is depicted in Fig. 4. This cell comprises a
full-bridge switched inverter and a resonant transformer. Switched
inverter circuits based on a load-adaptive modulated phase have
been already described in literature [53]–[56]. Bidirectional switched
inverter circuits allow to enforce power transfer in both directions.
In the bidirectional switched inverter circuit, the rectifier on the
secondary side is replaced by controlled switches [57]–[59].

V. PRIMARY COIL CONTROL CIRCUIT

The primary coil control (PCC) circuit fulfills the task of control-
ling the switches SPi, SLi, and SPi in Fig. 3 in such a way that
by switching SPi the AC current flowing through the primary coil is
generated and by the corresponding position of the switches SLi, and
SPi a primary coil that is completely covered by a secondary coil
is connected to an oscillating circuit. The duration tT of complete
overlap of the secondary coil with a single primary coil is tT ≈ 30 ms
for an electric vehicle moving at a speed of 130 km/h, corresponding



to 36 m/s with a primary coil length of 1m and a secondary coil more
than twice as long. Detectors are arranged on the primary coils, which
indicate the position of a secondary coil above the primary coil. The
switching processes described for replacing a primary coil with the
next primary coil following in the direction of travel are then triggered
when the secondary coil is in a suitable position.

Fig. 5. Power supply and PCC circuit diagram [17].

A scaled experimental setup to investigate the primary coil control
process is described in [17]. Fig. 5 shows the part of the PCC circuit
for detecting the coil overlap. The two principles of the coil detector
(CD) and the zero-crossing detector (ZCD) were examined. The CD
determines whether the position of the secondary coil is above the
subsequent primary coil. A full overlap of the primary and secondary
coils is indicated if the coupling factor assumes its maximum value.
Fig. 6 shows the power supply and PCC circuit and primary coils of
a scaled experimental arrangement with three primary coils.

Fig. 6. Power supply and PCC circuit and primary coils [17].

VI. POWER BALANCE

A. Power Balance

High costs and limited range are the main obstacles to the spread
of electric vehicles. Both are connected to the vehicle’s battery.
Reducing the vehicle’s energy consumption enables a reduction in the
required battery capacity and the resulting costs. The development of
energy-efficient electric vehicles is promoted by modern lightweight
construction [60].

A detailed discussion of the power balance of MFIPT EVs is
presented in [12], [15]. Driving without acceleration and without wind
forces yields an electric power consumption

PA =
1

2
ρLcWAv

3 +mtotg(fR cosα+ sinα)v ,

where ρL ≈ 1.2 kg/m2 is the density of the air, and cw is the
drag coefficient of the vehicle, A is the projected end surface of
the vehicle, and vrel is the relative speed of the vehicle to the
surrounding air, mtot is the entire mass of the vehicle including
payload, g = 9.81 m/s2 is the acceleration due to gravity, α is
the slope angle of the roadway, and fR is the rolling resistance
coefficient. Fig. 7 shows the driving power PA required to achieve
a vehicle speed v for 1200 kg total vehicle weight, cross section
A = 3 m2, drag coefficient cW = 0.3, rolling resistance coefficient
fR = 0.01 and different slopes [12]. In case of negative slope the
MFIPT system yields energy recuperation [11].
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Fig. 7. Driving power PA required to achieve a vehicle speed v for 1200 kg
gross vehicle weight, cross section A = 3 m2, drag coefficient cW = 0.3,
rolling resistance coefficient fR = 0.01 and different slopes [12].

The efficiency was calculated for a 20 kW MFIPT system designed
for a frequency of 20 kHz with primary rectangular air coils with
edge lengths of 1.5m×1.5m and a secondary rectangular air coil
with dimension1.5m×3m and an air gap of 30 cm between the coil
in [10]. The calculations yielded a high efficiency of 83% or 95% at
a resonator quality factor Q = 100 and Q = 400, respectively, for
the power transmission of the MFIPT system.

VII. HUMAN EM EXPOSURE LIMITS

Wireless power transfer systems must comply with human EM ex-
posure limits. Methods for both numerical analysis and measurements
are discussed in [61], [62]. Shielding can reduce the EM exposure
effectively [63]. Limits for non-ionizing electromagnetic radiation
affecting the human body are defined in the ICNIRP guidelines [62],
[64]. In [14], [15], the effect of shielding on the mutual coupling
between a primary coil embedded in the road and a secondary coil
in the electric vehicle, and resulting magnetic field levels in the
passenger area have been investigated. This includes simulation of
the field magnitude inside the passenger cabin of the car, as well as
the fringing fields outside the vehicle. The main contribution to the
field inside the passenger cabins are due to the fringing fields entering
the car through the windows [15]. These investigations have shown
moderate field levels inside the cabin, however, close to the windows
limits of ICNIRP(1998) are exceeded slightly. An optimized design
with effective shielding of the field radiated into the environment can
further reduce the field strength inside the passenger cabin.

VIII. E|ROAD SYSTEM COSTS

To assess the economic competitiveness of E|ROAD traffic sys-
tems, the total costs of ownership (TCOs) of some vehicle types
were compared in [4], [65]. In [15], [65] estimates of the total costs
of ownership for E|ROAD EVs were presented. Seven scenarios with
their parameters and the TCOs according to the calculation in [4]. The
investigation of seven scenarios with their parameters and the TCOs
as calculated in [4] have shown that the pure electric E|ROAD vehicle
will be the cheapest alternative to the automobile due to lower battery
costs and longer battery life. On the basis of the approximate length
of 13,000 km of the German highway network, the total costs for
installation and maintenance of an inductive charging system on these
highways were calculated for equipping one lane in each direction [4],
[15], [65]. Several cost estimates for the electrification of the entire
German motorway network are compared in [15]. According to this,
the total costs of electrification are between 19.7 and 138.8 billion
euros. If a depreciation period of 30 years is taken into account,
this results in costs of e0.66 to e4.63 billion per year. The annual
financial requirements are therefore at the same level as the last
federal budget for the motorways or the revenue from the truck toll.
This corresponds to a good 1% of the total budget of the federal
government in 2015. The amount of development costs can therefore
be financed as far as politically desirable.

IX. CONCLUSION AND OUTLOOK

An MFIPT E|ROAD system implemented for EVs on highways
makes it possible to get along with smaller battery capacities. The



batteries are used only in local traffic and on side roads where no
MFIPT system is installed. In areas without inductive supply roads
available, the inductive energy transmission system may be used in
stationary charging stations. Since only the primary coils below the
vehicles are activated, high efficiency is achieved and the magnetic
field is shielded by the EVs against the environment. According
to [66], [67] wireless power transfer technologies are a key enabling
technology to increase the acceptance of EVs and has the potential
to shift $180 billion per year from oil production to jobs in local
power generation and development, construction, and maintenance
of electrified roadways and new electric vehicles.

An MFIPT E|ROAD system implemented for electric vehicles on
highways makes it possible to manage with low battery capacities,
as the batteries are only used in local transport and on secondary
roads where no MFIPT system is installed. In areas without existing
MFIPT E|ROAD tracks, the MFIPT system can be used in stationary
charging stations. Because of the lower battery capacity required in
MFIPT EVs, sodium batteries can be used instead of lithium batteries.
Sodium chloride is the second largest component of seawater. This
results in a cost advantage for raw materials for battery production
and independence from the raw materials required for lithium-ion
technology [68]. According to a communication from the Fraunhofer
Institute for Ceramic Technologies (IKTS), industrial mass produc-
tion of sodium-ion batteries could be achieved in Germany [69].

It is obvious that an MFIPT E|ROAD system will require a sig-
nificant investment for laying the tracks with inductive transmitters.
The MFIPT system is fully coexistent with conventional automobile
traffic as well as with autonomously driving vehicles with and without
V2V communication. This is important since during the introduction
of a MFIPT system at the beginning only a small number of cars
will be equipped with MFIPT systems and only a few highways will
exhibit MFIPT E|ROAD tracks. However, also a fraction of EVs
equipped with MFIPT systems will contribute to the traffic capacity
enhancement of the equipped highway since groups of MFIPT EVs
will gather to trains, safely driving with low distance between the
EVs.

MFIPT E|ROAD transportation systems based on intelligent au-
tonomous electric vehicles that exchange information with traffic
management systems and each other can achieve smooth and energy-
efficient traffic flow even at very high vehicle densities. The MFIPT
E|ROAD system is well suited for embedding into an advanced cruise
control system that utilizes vehicle-to-vehicle (V2V) communications
and advanced collision avoidance sensor systems, significantly in-
creasing highway capacities and reducing power consumption due to
driving at a more consistent speed. Autonomous vehicles with V2V
communication can increase highway capacity by a factor of 3.7 [70].
This high increase in highway capacity without highway widening for
additional lanes also makes V2V communication-based MFIPT-EV
systems an economical solution for future road transportation sys-
tems. Finally, comparing the cost of implementing MFIPT lanes with
the cost of additional lanes to increase highway capacity, an MFIPT
system based on V2V communication is economically advantageous,
improves traffic safety and also reduces energy consumption.

Despite all the advantages of an MFIPT E|ROAD system once
introduced, it must be taken into account that the introduction of this
system represents a disruptive system change in relation to the current
system of individual car transport. The question therefore arises as
to how a transition to an MFIPT E|ROAD system can be carried out.
There is the following possible solution:

• Since the energy supply for shorter distances comes from the
batteries in the EVs, IPT lanes are only required on long-
distance roads.

• If, while driving on long-distance roads, the inductive charge
supplies a multiple of the power consumed by the EV mo-
mentarily, then shorter MFIPT tracks can alternate with longer
routes without inductive energy supply.

• The MFIPT system is also suitable for stationary charging of
EVs in private and public parking spaces and is already a
simplification compared to the use of charging cables.

Strategies for a gradual introduction of an MFIPT E|ROAD system
are therefore possible. As the MFIPT E|ROAD infrastructure ex-
pands, EVs can be equipped with ever smaller and lighter batteries,
making EVs even lighter, smaller and cheaper.
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[16] M. Weigelt, A. Mayr, A. Kühl, K. Batz, P. M. Bican, J. Russer,
P. Russer, and J. Franke, “Techno-Economic Evaluation of Technological
Alternatives to Extend the Range of Electric Vehicles,” in 5th Annual
Conf. on Electric Roads and Vehicles – CERV, Park City, UT, Feb. 2018.

[17] M. Haider, M. H. Metz, J. A. Russer, and P. Russer, “Design consid-
erations and implementation of coil detection and optimized switching
for a moving field inductive power transfer system,” in International
Conference on Electromagnetics in Advanced Applications (ICEAA),
Lisboa, Portugal, Sep. 2024.

[18] G. A. Covic, G. Elliott, O. H. Stielau, R. M. Green, and J. T. Boys,
“The design of a contact-less energy transfer system for a people mover
system,” in Proc. Int. Conf. Power System Technology, PowerCon 2000,
vol. 1, 2000, pp. 79–84 vol.1.

[19] C.-S. Wang, G. Covic, and O. Stielau, “General stability criterions for
zero phase angle controlled loosely coupled inductive power transfer
systems,” in The 27th Annual Conference of the IEEE Industrial Elec-
tronics Society, 2001, IECON ’01, vol. 2, 2001, pp. 1049 –1054 vol.2.

[20] C.-S. Wang, G. A. Covic, and O. H. Stielau, “Power transfer capability
and bifurcation phenomena of loosely coupled inductive power transfer
systems,” IEEE Trans. Industrial Electronics, vol. 51, no. 1, pp. 148–
157, 2004.

[21] O. H. Stielau and G. A. Covic, “Design of loosely coupled inductive
power transfer systems,” in Proc. Int. Conf. Power System Technology,
PowerCon 2000, vol. 1, 2000, pp. 85–90 vol.1.

[22] C.-S. Wang, O. H. Stielau, and G. A. Covic, “Load models and their
application in the design of loosely coupled inductive power transfer
systems,” in Proc. Int. Conf. Power System Technology, PowerCon 2000,
vol. 2, 2000, pp. 1053–1058 vol.2.

[23] C.-S. Wang, O. Stielau, and G. Covic, “Design considerations for a
contactless electric vehicle battery charger,” IEEE Trans. Industrial
Electronics, vol. 52, no. 5, pp. 1308 – 1314, Oct. 2005.



[24] R. Laouamer, M. Brunello, J. P. Ferrieux, O. Normand, and N. Buchheit,
“A multi-resonant converter for non-contact charging with electromag-
netic coupling,” in 23rd Int. Conf. on Industrial Electronics, Control and
Instrumentation (IECON), vol. 2, 1997, pp. 792–797.

[25] M. Budhia, G. Covic, and J. Boys, “Design and optimization of circular
magnetic structures for lumped inductive power transfer systems,” IEEE
Trans. Power Electronics, vol. 26, no. 11, pp. 3096 –3108, Nov. 2011.

[26] Y. Li, W. Dong, Q. Yang, J. Zhao, L. Liu, and S. Feng, “An automatic
impedance matching method based on the feedforward-backpropagation
neural network for a WPT system,” IEEE Trans. Industrial Electronics,
vol. 66, no. 5, pp. 3963–3972, 2018, publisher: IEEE.

[27] V. Sari, “Design and Implementation of a Wireless Power Transfer
System for Electric Vehicles,” World Electric Vehicle J., vol. 15, no. 3,
p. 110, Mar. 2024.

[28] J. G. Bolger, F. Kirsten, and L. S. Ng, “Inductive power coupling
for an electric highway system,” in 28th IEEE Vehicular Technology
Conference, vol. 28, 1978, pp. 137–144.

[29] J. Bolger, L. S. Ng, D. Turner, and R. I. Wallace, “Testing a prototype
inductive power coupling for an electric highway system,” in 29th IEEE
Vehicular Technology Conference, vol. 29, 1979, pp. 48–56.

[30] M. L. G. Kissin, J. T. Boys, and G. A. Covic, “Interphase mutual
inductance in polyphase inductive power transfer systems,” IEEE Trans.
Industrial Electronics, vol. 56, no. 7, pp. 2393–2400, 2009.

[31] F. Risch, S. Kraner, M. Schneider, and J. Franke, “Optimization approach
of Wireless Power Transfer systems for electric vehicles from a process
and material perspective,” in 4th Int. Electric Drives Production Conf.
(E|DPC), 2014, Sep. 2014, pp. 1–8.

[32] S.-J. Huang, T.-S. Lee, W.-H. Li, and R.-Y. Chen, “Modular On-Road
AGV Wireless Charging Systems Via Interoperable Power Adjustment,”
IEEE Trans. Industrial Electronics, vol. 66, no. 8, pp. 5918–5928, Aug.
2019.

[33] A. Zakerian, S. Vaez-Zadeh, and A. Babaki, “A Dynamic WPT System
With High Efficiency and High Power Factor for Electric Vehicles,”
(IEEE) Trans. Power Electronics, vol. 35, no. 7, pp. 6732–6740, Jul.
2020.

[34] A. Agcal, S. Ozcira, T. Gokcek, N. Bekiroglu, H. Obdan, and O. Erdinc,
“A Novel Closed-Loop Frequency Control Approach for Wireless Power
Transfer Systems in On-Road Electric Vehicles,” IEEE Trans. Intelligent
Transportation Systems, 2023, publisher: IEEE.

[35] F. Musavi, M. Edington, and W. Eberle, “Wireless power transfer: A
survey of EV battery charging technologies,” in 2012 IEEE Energy
Conversion Congress and Exposition (ECCE), 2012, pp. 1804–1810.

[36] C. Qiu, K. Chau, C. Liu, and C. Chan, “Overview of wireless power
transfer for electric vehicle charging,” in 2013 World Electric Vehicle
Symposium and Exhibition (EVS27), Nov. 2013, pp. 1–9.

[37] E. A. Grunditz and T. Thiringer, “Performance analysis of current
BEVs based on a comprehensive review of specifications,” IEEE Trans.
Transportation Electrification, vol. 2, no. 3, pp. 270–289, Sept 2016.

[38] C. C. Mi, G. Buja, S. Y. Choi, and C. T. Rim, “Modern advances in
wireless power transfer systems for roadway powered electric vehicles,”
IEEE Trans. Industrial Electronics, vol. 63, no. 10, pp. 6533–6545, 2016.

[39] C. Panchal, S. Stegen, and J. Lu, “Review of static and dynamic wireless
electric vehicle charging system,” Engineering science and technology,
an international journal, vol. 21, no. 5, pp. 922–937, 2018.

[40] C. G. Colombo, S. M. Miraftabzadeh, A. Saldarini, M. Longo,
M. Brenna, and W. Yaici, “Literature review on wireless charging
technologies : Future trend for electric vehicle?” in 2022 Second Inter-
national Conference on Sustainable Mobility Applications, Renewables
and Technology (SMART), Nov. 2022, pp. 1–5.

[41] M. Amjad, M. F. i Azam, Q. Ni, M. Dong, and E. A. Ansari, “Wireless
charging systems for electric vehicles,” Renewable and Sustainable
Energy Reviews, vol. 167, p. 112730, Oct. 2022.
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Abstract—A Physics-Informed Neural Network (PINN) is 

employed to predict the transmission efficiency of an Electric 

Road System (ERS) which is a promising technique to boost 

electric mobility. The ERS consists of transmitter coils 

integrated into the road and receiver coils underneath the 

electric vehicles (EVs). The technique enables the dynamic 

charging of EVs via inductive power transfer (IPT). An 

established method to improve the transmission efficiency of the 

IPT is the use of ferrite structures (e.g. plates behind the coils) 

to guide the magnetic field. In COMSOL Multiphysics, a 

multiscale 3D Finite Element Method (FEM) simulation of the 

ERS is implemented, where Maxwell’s equations are solved 

numerically to model the IPT process. The transmitter coils are 

excited by an alternating current which allows the IPT to be 

formulated in the frequency domain. The numerical model is 

used to generate training data for the deep neural network 

(DNN). For the proposed PINN, the dimensions of the ferrite 

plate and the relative positions of the transmitter and the 

receiver coils are varied to generate training data. After the 

training and validation phase, Maxwell’s equations are encoded 

into the PINN, which is then capable of predicting key ERS 

parameters (e.g. transmission efficiency) in real time. The 

accuracy of the PINN was evaluated on a randomly selected set 

of test data. (Abstract) 

Keywords—Inductive Power Transfer, Finite Element 

Method, Physics-Informed Neural Network, Electric Road 

System, COMSOL Multiphysics, Surrogate Model (5-6 key words) 

I. INTRODUCTION 

Inductive power transfer (IPT), which is also known as 
wireless or contactless charging, is used in many applications 
such as low-power (toothbrush, mobile phone) and high-
power (electric vehicles (EV) [1]) consumer technologies. The 
working principle is always comparable: A transmitter coil 
generates a transient electromagnetic field which is picked up 
by a receiver coil. This inductive charging, for example of 
EVs can be dynamic or static. For dynamic charging, 
transmitter coil segments, which are integrated into the road, 
generate an electromagnetic field, if an EV passes over it. The 
receiver coil is mounted below the vehicle and receives the 
electric energy to charge the battery. This system, consisting 
of a transmitter coil in the road and a receiver coil on board, is 
known as an Electric Road System (ERS). Especially for ERS 

applications, the requirements for the charging process are 
high: On the one hand, a high transmission efficiency that is 
robust towards misalignment of the coils is mandatory for use 
in real-life applications. On the other hand, coils should be 
lightweight, compact, and easy to implement. Different coil 
designs are proposed for both, static and dynamic IPT 
applications [2]. For the dynamic charging of EVs, DD-
geometries are favorable due to their robustness towards 
misalignment [3]. Especially the combination of a DD-
transmitter coil and a DDQ-receiver coil provides superior 
robustness against misalignment compared to other 
geometries [4, 5]. In IPT applications, ferrite cores are used to 
guide the magnetic fluxes and to increase the transmission 
efficiency. However, the use of ferrite is not only beneficial, 
but has some disadvantages: It is a costly material, it might be 
sensitive to mechanical stresses, and it increases the vehicle 
weight (if used for the receiver coils) and thus its energy 
consumption. Therefore, an optimal design of the ferrite core, 
which offers a trade-off between an enhanced transmission 
efficiency and an increase in costs/weight, is desired.  

Various approaches for the optimization of the ferrite core 
design can be found in the literature. In [6], a 3D finite element 
method (FEM) simulation is used to optimize the inductive 
coupling between the transmitter and receiver coil for circular 
and DD-coil pairs. In [7], Chen et al. studied the coupling 
efficiency of different ferrite structures with experimental and 
numerical methods to minimize the weight of the ferrite while 
maintaining the efficiency boost. The result of their work is an 
assembly of ferrite bars. In [8], Budhia et al. come to similar 
results for the optimization of the mutual coupling between 
two DD-coils. FEM simulations and experimental methods 
are used to optimize the ferrite core design with respect to the 
core loss [9]. Analytical descriptions as well as FEM 
simulations are used in [10] to enhance the robustness of the 
mutual inductance against lateral misalignment of the coils. 
An analytical approach to optimize the mutual inductance is 
presented in [11]. Besides analytical, numerical, and 
experimental approaches, artificial intelligence is employed 
for the optimization of the ferrite core as well. In [12], an 
artificial fish swarm algorithm is used for shape optimization.  

A current research topic is the use of Physics-Informed 
Neural Networks (PINNs) which combine FEM simulations 
and Deep Neural Networks (DNNs). A PINN makes use of 



the advantages of both simulation types. In FEM simulations, 
partial differential equations (PDEs) and boundary conditions 
(BCs), which describe the real physical behavior of a system, 
are solved numerically. Solving these PDEs can be expensive 
in terms of computation time and RAM. Neural networks are 
a subtype of machine learning algorithms, which can 
approximate these PDEs with regarding BCs. The prediction 
of the PDE result by a NN is much faster compared to 
numerical methods. PINNs are already used in various fields 
[13, 14]. In the context of electromagnetism, PINNs are 
already demonstrated to predict magnetic field distributions 
[15, 16, 17] or to design photonic metamaterials [18, 19]. In 
[20], a PINN is used to model the behavior of a high-
frequency induction motor. Moreover, PINNs can be used to 
optimize the topology. In [21], Jeong et al. demonstrate a 
novel topology optimization framework for different 
challenges in solid mechanics. A PINN was proposed for the 
first time in [22] to optimize ferrite cores for the IPT of EVs. 

In this research, a proof-of-concept is performed that 
PINNs can be a powerful tool to optimize the shape of a 
receiver ferrite core in an ERS. Multi-scale, numerical 
simulations provide training data sets for the DNN to generate 
a surrogate model. Ultimately, the PINN will be able to predict 
various target parameters (e.g. transmission efficiency, weight 
of structure) with much lower costs than a FEM simulation, 
but with comparable accuracy. 

 

II. MATERIALS AND METHODS 

A.  Finite Element Analysis of the IPT 

For the optimization of the ferrite core, a multi-scale FEM 
model of the ERS is conducted in the COMSOL Multiphysics 
software. A few approximations must be made to enhance the 
performance of the model. First, we assume that the road itself 
does not contain any material which affects the magnetic field, 
generated by the transmitter coil segment (e.g. iron particles). 
Second, in the real-life application that we consider, the 
secondary and the primary side of the ERS are synchronized. 
Thus, the transmitter coil segments are switched on only for a 
short period of time and we neglect the warm-up of the coil 
segments in our research. The transmitter coil is excited by an 
alternating (sinusoidal) current (AC), which generates a time-
harmonic magnetic field. It is advantageous to formulate this 
task in the frequency domain, as it can then be treated in terms 
of magnetostatics. As a consequence, Maxwell’s equations 
reduce in the model to Maxwell-Amperes’ law 

 ∇ � � � �,  (1) 

and Gauss’s magnetic law   

 ∇ ⋅ � � 0.  (2) 

Here, � is the magnetic field strength (SI-unit: A ∙ m��) 
and � is the total current density (SI-unit: A ∙ m��� and � is 
the magnetic flux density (SI-unit: T�. The magnetization of a 
material relates � and � can be described by the constitutive 
relation 

 � � ���� � ��,  (3) 

where �� is the vacuum magnetic permeability (SI-unit: V ⋅ s ⋅
A�� ⋅ m�� ) and �  is the magnetization field (SI- unit: A ∙
m��). For the FEM formulation, it is beneficial to describe the 

task in terms of vector potentials. Based on Gauss’ magnetic 
law, the magnetic vector potential � can be written as 

 � � ∇ � �.  (4) 

Non-magnetic materials (like air or copper) provide a 

linear dependency of the magnetic flux density �  on the 

magnetic field strength � and Equation 3 can be expressed as 

 � � �����, (5) 

with ��  being the relative permeability, which is a 
material property. If a material shows a nonlinear magnetic 
behavior (like the utilized ferrite) a magnetization curve of 

the material (B-H-curve) is typically used to relate � and �  

 |�| � ��|�|�. (6) 

The usage of linear magnetic materials in the frequency 
domain is straight-forward. However, for nonlinear magnetic 
materials, the frequency domain approach requires an 
effective B-H-curve, which approximates the nonlinear 
magnetic behavior to a time-harmonic excitation [23].  

 
 

 
Figure 1: B-H curve for PC40 and the regarding effective B-H 
curve. 

The simulation domain consists of the transmitter coil and 
the DDQ-receiver coil which are surrounded by an air domain. 

 

 



Figure 2: Simulation domain for the FEM model. Coil domains are 
indicated in red, whereas air is shown as light-blue domains. The air 
domain is surrounded by an infinite element domain.  

In high-frequency electronics applications, the usage of 
litz wires for coils is required to compensate for the skin 
effect. COMSOL provides a feature to model the behavior of 
litz wires by defining a uniform current density over the 
whole cross-section of the wire. For each coil (transmitter 
DD-coil, receiver DD-coil, and receiver Q-coil) an individual 
coil domain condition is set up. The transmitter coil is excited 
by an external current source with a sinusoidal signal. The 

frequency �  of the excitation signal is 86 kHz and the 
amplitude current is 90 A. For the proof-of-concept, the 
receiver coils are short-circuited, and the short-circuited 

current is used as a measure of the transmission efficiency �. 
An envelope encloses the airspace, excluding the frontal 

surface (see Figure 2). An infinite element domain condition 
is applied to these envelope domains to model the 
propagation of the magnetic field over large distances. The 
total simulation domain thus becomes relatively small, which 
has a positive effect on the computation time. All external 
surfaces of the air domains are magnetically isolated and thus, 

all tangential components of �  are set to zero at these 
domains. 

  � � � 0. (7) 

 

B. Physics-Informed Neural Network 

For the PINN, a deep neural network with 3 hidden layers 
is defined. Each hidden layer provides 10 neurons. In total, 6 
input parameters are used to train the network, namely the 
offset in x-, y-, and z-direction and the dimension of the 
ferrite plate (width, length, and thickness). The DNN outputs 
3 parameters, which are the mass of the ferrite plate and the 
complex currents of the receiver DD- and Q-coils. The 
architecture of the neural network is sketched in Figure 3. 

 

 
Figure 3: Architecture of the deep neural network. The network takes 
6 inputs, which are three offset parameters to describe the spatial 

translation of receiver module (!"##$%&, '"##$%& , and ("##$%&) and the 

dimensions of the ferrite plate ()*+,&%, -*+,&%, and .*+,&%). The DNN 

has 3 hidden layers with 10 neurons each. As output parameters, the 
DNN predicts the mass of the ferrite plate and the complex currents 
in both receiver coils, which are used to determine the transmission 

efficiency �. 

After the definition of the DNN architecture, the training 
data is generated to calculate the weights on the edges of the 
network. The training data is obtained by a parameter study 
with the aforementioned multi-scale FEM model. In this 
study, the combinations of the 6 input parameters are 
conducted. The finite number of training sets requires a 
sampling over the input parameters. A well-established 
algorithm to construct optimal parameter combinations for 
the design of experiments is the Latin Hypercube sampling 
algorithm (LHS). The LHS is based on statistical methods 
and is superior in terms of computation time compared to 
other algorithms. In [24], Jin et al. develop a more efficent 
variation of the LHS, which is employed in this work. The 
data set, which is generated by the algorithm, covers the input 
space evenly despite the limited number of FEM results, 
which is a clear advantage over the uniform grid or random 
sampling [25]. In the following table, all input parameters are 
summarized. 

 
Table 1: Input parameters for the generation of training data. 

Para-

meter 
Description 

Lower 

limit 

Upper 

limit 
SI-unit 

!"##$%& 
Translation of 
receiver module 
in x-direction. 

0.0 0.7 m 

'"##$%&  
Translation of 
receiver module 
in y-direction. 

0.0 0.4 m 

("##$%&  
Translation of 
receiver module 
in z-direction. 

0.0 0.2 m 

)*+,&%  
Length of the 
ferrite plate. 

0.595 0.915 m 

-*+,&% 
Width of the 
ferrite plate. 

0.215 0.375 m 

.*+,&% 
Thickness of 
ferrite plate. 

0.01 0.04 m 

  
At the beginning of the training phase, a weight is assigned 

to each edge in the DNN. In the subsequent steps, these 
weights are optimized together with other network 
parameters, so-called biases, based on the training data in 
order to minimize the error between the surrogate model and 
the FEM model. For the optimization of the weights, a loss 
function / is introduced to measure the quality of the DNN. 
Here, the Root-Mean-Squared Error loss function (RMSE) is 
used to investigate how well the DNN approximates the FEM 
simulation. The RMSE loss function is defined as 

 / � 0�
1 ∑3∆5� � ∆6789,�%:,;; � � ∆6789,�%:,<� =, (8)  

where >  is the number of training data sets. The mass 

difference of the ferrite plate ∆5 and the differences of the 
effective currents from the receiver DD- and Q-coils 

(∆6789,�%:,;; and ∆6789,�%:,<) are defined as 



 ∆5 � 5?@8 A 5;11, (9)  

∆6789,�%:,;; �  6789,�%:,;;,?@8 A  6789,�%:,;;,;11 , (10)  

 ∆6789,�,< �  6789,�,<,?@8 A 6789,�,<,;11 , (11)  

where the indices “FEM” and “DNN” indicate whether a 
parameter is the result of the FEM simulation or the neural 
network. The adaptive learning rate optimization algorithm 

(Adam) [26] is applied with a learning rate of 10�C in the first 

run and 10�D in the second run to optimize the RMSE loss 
function (Equation 8). For the training, the batch size is 512 
(training data is not divided during training phase) and the 
number of complete passes through the training set (epochs) 
is set to 5000 each run. In total, 10 % of the initial training 
data are randomly chosen as validation data during the 
training process. 

For this proof-of-concept, the three output parameters of 
the DNN are the mass of the ferrite plate and the complex 
currents of both receiver coils. The output parameters are 
summarized in the following table.  
 
Table 2: Output parameters of the surrogated model. 

Parameter Description SI-unit 

5*+,&% Mass of the ferrite plate.  kg 

6$%:,< 
Complex short-circuited 
current of the receiver Q-
coil. 

A 

6$%:,;; 
Complex short-circuited 
current of the receiver DD-
coil. 

A 

 
In this work, 45 FEM simulations are conducted 

generating  parameter sets with input and output data to train 
and to validate the DNN. Two additional data sets are 
generated manually with arbitrary input parameters; these are 
used to compare the DNN output with unseen FEM data. 
 

C. Materials 

In this work, we demonstrate PINN as a useful tool to 
optimize the shape of the ferrite structure for the receiver coil. 
For the proof-of-concept, a ferrite plate is considered, which 
is centered above the receiver Q-coil. In the following figure, 
both receiver coils and the ferrite plate are shown. 
 

 
Figure 4: Assembly of ferrite plate and receiver coils in the FE 
model. The ferrite plate (gray domain) and is centered above both 
receiver coils (reddish domains). The lower coil has a DD-shape, 
whereas the upper coil provides a Q-shape. 

The assembly of receiver coils and ferrite plate is also 
called receiver module in the following. For the ferrite plate, 

we assume PC 40 from TDK Electronics. For this research, 
we use default parameters in COMSOL for the litz wire and 
assume a uniform diameter for all coils. In Table 3, the main 
properties for the FE analysis (besides the B-H-curve of the 
ferrite, see Figure 1) are summarized. 
 
Table 3: Relevant properties of the different components. 

Component Physical properties Value SI-unit 

Plate 
Electrical 
conductivity of the 
ferrite 

0.154 S/m 

Plate Density of the ferrite 4800 kg/m³ 

Litz wire Diameter of the wire 7 mm 

Litz wire 
Resistance per unit 
length 

0.098 Ω/m 

  

III. RESULTS 

To investigate the influence of the ferrite plate on the 
transmission efficiency, a measure for the evaluation is 

introduced. The cycle-averaged electrical power G,HI can be 

determined by 

 G,HI � J789 ⋅ 6789 � 6789� ⋅ K, (12)  

where J789 and 6789 are the effective voltage and effective 
current, respectively. In this work, the transmission 

efficiency � is defined as 

 � � LMNO,PQR,SS T LMNO,PQR,U
LMNO,VPMWX,SS , (13)  

Since no additional resistance is connected to the coils, 

the resistance K can be related to the Ohmic resistance in the 
litz wire of the coil which depends on the length of the coil 

):"Y+  and the resistance per unit length KZ  (K � ):"Y+ ⋅ KZ). Thus, 
Equation 13 can be rewritten as 

 � � [\]^,PQR,SS _ ⋅+PQR,SS T [\]^,PQR,U_ ⋅+PQR,U
[\]^,VPMWX,SS_ ⋅+VPMWX,SS . (14) 

 

A. Finite Element Analysis 

Results from the simulation model, where no ferrite plate 
is present, serve as a reference. For a better comparison, the 
maximal transmission efficiency without ferrite plate �`,a,,Y�  
is determined in order to normalize all results with ferrite 
structure from Equation 14 to this value 

 �b"�` � c
cdMe,MfP

. (15)  

 In the following figure, the normalized transmission 
efficiency is shown, when no ferrite core is present. The 
transmitter and receiver coils have the closest allowed 
distance (0.2 m). The receiver coil is misaligned in the 
longitudinal direction (x-direction) and in the transverse 
direction (y-direction). The sampling step size is 0.1 m in x-
direction and 0.2 m in y-direction. 

 



 

Figure 5: Normalized transmission efficiency of the ERS, when no 
ferrite core is used and with an z-offset of 0 m.  

For the proposed coil geometry, the maximum 
transmission efficiency is obtained if there is no lateral and 
longitudinal misalignment. The FEM model runs on a High-
end workstation (AMD Ryzen ThreadRipper PRO 5965WX 
CPU @ 3.8 GHz and 256 GB RAM) and requires 2.5 h 
computational time per set of parameters.  
 

B. Comparison Results from FEM and PINN  

To evaluate the precision of the PINNs, two sets of input 
parameters are randomly selected, which are not used in the 
training phase of the neural network. These two test data sets 
are parallelly used as input for the numerical simulation and 
for the PINN. The parameters are summarized in the following 
table. 
 
Table 4: Parameters of the test data sets. 

 
For the test data in Table 4, both the FEM model and the 

neural network produce two simulation results. In order to 
assess the quality of the neural network, the relative errors of 
the predictions of the DNN from the results of the FEM are 
determined. The DNN outputs the mass of the ferrite plate and 
the complex currents in both receiver coils, which are used to 
calculate the normalized conversion efficiency �b"�`  (see 
Figure 3). For the evaluation, the relative errors of the ferrite 
mass 5 and �b"�` are determined.  
 
Table 5: Relative errors of the DNN predictions from the FEM 
results.  

Nr. test 

data set 
Relative error g Relative error h ijg  

1 11.3 % 17.1 % 

2 19.9 % 0.3 % 

 

The determined relative errors for the ferrite mass and the 
transmission efficiency range from 0.3 % to 19.9 %.  
 

IV. DISCUSSION 

The current state of the proposed PINN does not provide 
the accuracy which is necessary to apply the method to a real-
world application. We have indicated two major reasons for 
the performance of the PINN, the insufficient testing of the 
FEM model and the lack of training data. The validation of 
simulation results with experimental data is a crucial step to 
implement a reliable FEM model. However, the validation 
step is currently missing and thus, it is not clear to what extent 
the simulation results can be trusted. In general, the estimation 
of a sufficient amount of training data is a difficult task. 
Multiple factors influence the required size of training data 
sets, e.g. the nature of the problem and thus, the underlaying 
PDEs [27]. Studying existing literature, where similar 
scientific problems are investigated, can give an estimate 
about the required size of the data set. However, the surrogate 
model functionality is available since COMSOL Multiphysics 
6.2 (release 07.11.2023). Because of the short period of time 
since the release, relatively few articles are published. In [28], 
Xu et al. use the COMSOL surrogate model to predict and 
optimize the performance of a thermoelectric generator. They 
use about 3125 data sets for the training phase of the neural 
network. However, they train their model to approximate also 
other PDEs and thus, direct conclusions from their work to our 
model are not accurate. Nevertheless, the work of Xu et al. 
supports the assumption that accuracy will significantly 
improve if the data sets consists of a few hundred simulation 
results instead of only 45. 
 

V. CONCLUSION 

The potential, but also the challenges of the PINN 
approach have been displayed in this work. For the accuracy 
of the PINN predictions, the training phase of the DNN is 
crucial. The large relative errors show that a set of 45 training 
data is not sufficient, and more simulation results are required 
to improve the quality of the neural network. Nevertheless, 
when the challenges of the training phase are overcome, the 
accuracy of the DNN should be acceptable. Thus, the real-
time computation of simulation results (with acceptable 
accuracy) would provide a powerful tool to investigate the 
influence of the ferrite plate. 
 

VI. OUTLOOK 

This work has provided proof of concept for the PINN 
approach to predicting FEM results. However, there is an 
urgent need for improvement to implement a reliable tool that 
can be used for the optimization of the structure of the ferrite 
core. The quality of the DNN, and therefore its ability to 
predict realistic and physically correct results, is determined 
by the quality of the training data. The underlying FE model 
must be rigorously tested to generate trustworthy sets of 
training data: 

• A mesh convergence study must be conducted to verify 
that the results are independent of the utilized mesh. In 
this study, only the size of the mesh elements is varied 
to investigate the influence on target parameters, e.g. 

Parameter Test data set 1 Test data set 2 SI-unit 

!"##$%& 0.298 0.343 m 

'"##$%&  0.213 0.395 m 

("##$%& 0.033 0.089 m 

)*+,&%  0.361 0.244 m 

-*+,&% 0.035 0.021 m 

.*+,&% 0.648 0.707 m 



the transmission efficiency or the averaged magnetic 
flux density within the core. 

• Since we are interested in modeling real-world 
applications, the comparison of experimental data with 
simulation results is vital. This validation ensures a 
trustworthy model and thus, trustworthy results.  

• The influence of the neural network architecture on the 
performance and accuracy should be investigated, e.g. 
number of hidden layers or neurons per hidden layer. 

• The usage of a ferrite plate has its pros and cons. On 
the one hand, the transmission efficiency is enhanced. 
On the other hand, the consumption of the EV will 
increase due to the higher weight of the vehicle. In 
further investigations, the trade-off between these two 
effects can be investigated, to determine if the usage of 
a ferrite plate is useful or not (e.g. for city traffic or 
highway). 

However, if the reliability of the model is ensured, it is a 
powerful tool to generate training data for the DNN.  This 
well-trained DNN can then be used to feed an optimization 
algorithm. By the usage of the DNN, the time which is 
required to generate simulation results is dramatically 
shortened. Therefore, such an algorithm would be a powerful 
resource- and time-efficient research and development 
approach to optimize a (free-shape) ferrite core structure. 
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Abstract— The increasing electrification of everyday life is 

largely based on lithium-ion batteries. Depending on the 

application, different requirements are placed on the batteries 

in terms of energy and power density. On the production side, 

these parameters are influenced in particular by the calendering 

process step. This is a rolling process in which coated and dried 

porous electrodes with elastoplastic material behavior are 

compacted to their target thickness. At present, the quantitative 

interactions between the calender gap, electrode and target 

thickness are still largely unknown, so that in practice the 

calender gap is set iteratively in the µm range. After each 

iteration, a tactile thickness measurement is usually carried out 

in order to adjust the actual electrode thickness to the target 

thickness. The setting of the calender gap as a significant factor 

influencing the electrode thickness is then based on empirical 

values.  

This work investigates whether it is possible to estimate the 

calender target gap on the basis of indentation tests in order to 

reduce the setting time of the target gap. Nano- and 

microindenters are already used in current research to estimate 

the relaxation behavior of battery electrodes. In order to reduce 

scattering, a 5 mm² round indenter is used in this work for the 

mechanical characterization of the electrodes. Due to their 

industrial relevance, indentation tests are carried out on LFP 

cathodes and graphite-based anodes. A calender target gap for 

different target thicknesses is estimated from the indentation 

curves. Finally, to validate the approach for the LFP cathode 

and the graphite-based anode, the required calender gap is 

determined on a gap-controlled laboratory calendar to obtain a 

desired target thickness. The tests show that both the estimated 

and the real calender gap electrode thickness curve are linear. 

The current discrepancy between the estimated and real 

calender gap in the two-digit µm range is to be reduced in 

further work using an empirical correction value. 

Keywords — Battery Cell Production, Process Automation, 

Calendering, Indentation Test, Springback effect 

I. INTRODUCTION 

A. Manufacturing of lithium-ion batteries 

The manufacturing process for lithium-ion battery cells is 
divided into electrode production, cell assembly and cell 
finishing. In electrode production, the subsequent positive 
pole (cathode) and negative pole (anode) are produced by 
coating a metallic substrate foil with liquid slurry, drying and 
compacting it. For anodes, a 10 µm thick copper foil is coated 
with a water-based slurry consisting of graphite particles, 
conductive carbon black and binder. For cathode coating, a  
15 to 20 µm thick aluminum foil is used as a substrate foil, 
which is coated with cathode slurry. For demanding e-
mobility applications with long ranges, the cathode slurry is 

usually based on lithium nickel manganese cobalt oxide 
particles (NMC) as the active material. For more price-
sensitive e-mobility applications, lithium iron phosphate 
particles (LFP) are often used as the active material instead. In 
addition to the active material, the cathode slurry contains 
binder and conductive carbon black. Due to the moisture-
sensitive cathode materials, N-methyl-2-pyrrolidone (NMP) 
is usually used as a solvent in cathode production. [1] Solvent-
based wet coating of the carrier film facilitates the application 
of a homogeneous surface load of active material. The wet 
film thickness after coating is between 20 and 500 µm. 
Alternatively, battery electrodes can also be produced using 
dry coating, which means that the use of solvents, some of 
which are flammable and hazardous to health, can be 
dispensed with [2]. Wet coating is currently the standard in the 
industry due to its high coating quality and process stability, 
which is why only wet-coated battery electrodes are 
considered below. A basis weight measurement of punched 
round samples has become established in production as a 
measure of coating quality. 

B. Calendering of battery electrodes 

When the wet-coated electrodes dry, the solvent escapes 
between the active material particles, which are wetted with 
binder and conductive carbon black particles. For this reason, 
the dry film thickness is lower than the wet film thickness. [3] 
Pores remain, which are necessary for the charge transport of 
the ions through the electrolyte. Electrochemical 
investigations show that, depending on the electrode 
specification and application, a porosity of between 18 % and  
40 % is appropriate for this charge transport. [4, 5] The 
porosity after coating is normally too high for cell 
construction, which is why the electrodes must be compacted 
after coating and drying. Battery calenders are used for this 
purpose, in which the battery electrode is continuously 
compacted in a roll gap. The porosity of the electrode can be 
determined offline in the laboratory using mercury 
porosimetry or inline during production with a known 
electrode composition and known solid densities of the 
electrode components using ultrasound-based weight per unit 
area and optical thickness measurement. As most battery 
calenders are not equipped with inline porosity measurement, 
the electrode thickness before and after calendering has 
established itself as a quality parameter that can be determined 
during production. The electrode thickness after calendering 
is in the range between 100 and 150 µm and is tolerated in the 
single-digit µm range. [6] 

Due to the elastoplastic material behavior of the battery 
electrodes, the rolling gap of the battery calender must be 
smaller than the desired electrode thickness as a key parameter 



influencing the subsequent electrode thickness, see Figure 1. 
The relaxation of the electrode after the narrowest point in the 
rolling gap is referred to in the literature as the springback 
effect and can amount to between 4 % and 37 % of the 
calendered electrode thickness, depending on the electrode 
specification and compaction. The elasticity of the active 
material particles is seen as the main cause of this effect. [7] 
An estimate of the springback effect can currently be 
determined using a particle simulation (DEM) for graphite-
based anodes if the electrode composition is known. Schreiner 
et al. succeeded in using this method to simulatively estimate 
the necessary calender gap for a given target thickness. For 
NMC and LFP electrodes, an estimation of the springback 
effect is only possible to a limited extent according to the 
current state of research, as the active material particles were 
simulated as spherical particles in the literature and cathode 
particles have a non-spherical shape. [8] Furthermore, such 
DEM simulations are currently very computationally 
intensive and require several hours on a powerful computer, 
so that they are not used in practice to adjust the calender roll 
gap. 

 

Fig. 1. Schematic representation of the calendering process, in which the 
dried electrode with the electrode thickness duncal is compacted to the 
electrode thickness dcal. 

C. Adjusting the roll gap of battery calenders 

Direct measurement of the calender gap during 
calendering is currently not possible, as there is electrode 
material in the gap and the rolls can deform elastically under 
the prevailing calendering forces, which can lead to roll 
flattening in the gap. An indirect measurement of the calender 
gap via a capacitive distance measurement of the two ends of 
the roll bales corresponds to the current state of the art. In 
practice, measuring the roller gap on both sides means that the 
two roller bales are aligned parallel to each other and the 
electrode is compacted evenly. Due to the installation space 
required for the capacitive sensors, this measurement method 
requires offset roller shoulders, which may be offset from the 
rest of the roller bale due to manufacturing constraints. In the 
literature, this type of roll gap measurement is also called real 
gap measurement, which, however, only measures the 
distance between the roll shoulders. [7] Depending on the 
calender, the roll gap measurement must be zeroed at the 
beginning by means of a reference run in which the rolls are 
moved together. The system manufacturers recommend 
carrying out this reference run with the desired compaction 
force and roll temperature in order to ensure the most accurate 
zeroing possible. 

Due to the cost of such a roller distance measuring system 
and the short time it has been available on the market, many 

existing calenders in particular do not have such a system. In 
these battery calenders, the battery electrode is calendered 
either force-controlled, in which the compaction force is kept 
constant, or position-controlled, in which the position of the 
calender roll bearing is kept constant. With this type of 
position control, either tactile distance measurement sensors 
are installed between the bearings or a displacement 
measurement is carried out in the hydraulic cylinders that 
exert the compaction force. Consequently, this type of roll gap 
position control is an indirect method of adjusting the roll gap. 
Due to the influence of the bearing on the position of the two 
roll bales, a parallel distance between the two roll bales is not 
always given with this type of position control. To compensate 
for possible roller misalignment, an offset value can be set for 
the roller misalignment in such systems. [9] This offset value 
can be initially set manually using the light gap method or by 
using sensor gauges. In the light gap method, a light source is 
installed on one side of the roll gap and on the other side a 
person observes the light gap in the roll gap of the calender. A 
homogeneous light gap can be set by iteratively closing the 
gap and adjusting the roll skew offset value. Alternatively, a 
homogeneous gap can be set tactilely using sensor gauges. 
Optical initial adjustment of the roll skew is preferable due to 
the sensitive surface of the calender rolls. 

Fine adjustment of the roll skew and the calender gap is 
usually done manually, based on experience and iteratively. 
At the beginning, research is usually carried out to find out 
whether similar electrodes have already been calendered on 
this calender and the system parameters from that time are set 
again in the calender control system. The electrode to be 
calendered is then calendered over a length of approx. 10 cm 
and the electrode thickness is measured tactilely on both sides 
of the electrode. Rapid thickness gauges can be used for this 
purpose, which allow tactile thickness measurement directly 
in the machine with the electrode stationary. Alternatively, 
punched samples can be punched out and measured offline 
under a dial gauge. The measured actual electrode thickness is 
then compared with the target electrode thickness and, if 
necessary, the procedure is repeated iteratively after adjusting 
the target gap. If no comparable electrode has already been 
calendered on the system, it has become established in 
practice to start with universal start system parameters and 
then iteratively approach the target gap according to 
experience. In practice, finding the right system parameters to 
achieve the target electrode thickness can take up to half an 
hour and, in exceptional cases, even longer. This adjustment 
process is accompanied by a system standstill during which 
the system cannot be used productively. In the case of multi-
variant production, in which a wide variety of electrodes are 
processed in small batch sizes, the process of setting the target 
gap of battery calenders still offers potential for optimization 
in order to reduce system downtimes and rejects. This applies 
in particular to agile battery cell production, where a high 
number of variants and product changes occur more 
frequently than in a gigafactory. 

II. APPROACH AND EXPERIMENTAL SETUP 

This paper pursues the approach of estimating the target 
gap during calendering by means of experimental offline 
electrode indentation tests. It is hypothesized that the 
relaxation behavior during the indentation test is 
approximately identical to the relaxation behavior during 
calendering. Specifically, the target calender gap is estimated 
by subtracting the expected relaxation from the target 
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electrode thickness after calendering (����); see (1) and (2). 
Figure 2 shows an example of an indentation depth-force 
curve, which was determined using an instrumented 
indentation test. During compaction, the indentation force 
increases up to a specified maximum force. The indentation 
force is then continuously reduced so that the relaxation of the 
sample can be determined. 

 

Fig. 2. Indentation depth-force curve of an instrumented indentation test on 
a battery electrode to investigate the relaxation behavior. 

The expected relaxation is according to Figure 2 
determined by an instrumented indentation test in which the 
difference between the maximum indentation depth (���� ) 
and the indentation depth after complete force reduction (�	) 
is formed, see (1) and (2). 

 relaxation = tmax - t0  (1) 

 nominal calander gap = dcal - (tmax-t0) (2) 

The approach is validated for a graphite-based anode and 
an LFP-based cathode on a gap-controlled laboratory calender 
with gap measurement. The electrode thickness after the force 
reduction during the indentation test in the indentation crater 
is used as the target electrode thickness to be approached. This 
results from the difference between the uncalendered 
electrode thickness (������) and the indentation depth after the 
force reduction during the indentation test (�	), see (3). 

 dcal = duncal - t0 (3) 

Compared to the conventional manual adjustment process, 
this approach offers the advantage that a measuring device 
with a lower machine hour rate than a battery calender can be 
used and that less electrode material tends to be required for 
indentation tests than for the iterative determination of the 
appropriate target gap on the battery calender. The 
experimental approach also allows estimates of the required 
target calender gap for cell chemistries, such as NMC and LFP 
cathodes, which can currently only be modelled to a limited 
extent by DEM simulations. 

The instrumented indentation tests were carried out on a 
universal testing machine from Zwick (2.5 kN zwicki 
RetroLine), which was extended by an indentation test from 
the same manufacturer with a round planar indenter (plate area 
5 mm², Ø 2.52 mm). The indentation force was measured 
using a 2.5 kN load cell with a measuring range of 5 to 2500 
N. The displacement transducer for measuring the indentation 

distance has a measuring range of 0.02 - 2.00 mm and a 
resolution of 0.02 µm. The electrode samples were previously 
cut into 15 mm wide strips in the transverse direction, as the 
measuring equipment can measure samples with a maximum 
width of 17 mm. During the tests, the stamp was placed in the 
center of the electrode in relation to the side edges and the 
indentation test was carried out, see Figure 3. 

 

 

Fig. 3. Test setup for instrumented indentation testing of a battery electrode.  

A graphite-based anode from manufacturer A and an LFP-
based cathode from manufacturer B were used as test 
electrodes, see Table I. The electrodes were manufactured 
industrially. The uncalendered electrode thickness was 
measured using a micrometer (Mitutoyo 293-100-10 Series 
23, resolution 0.1 µm, measurement uncertainty 0.6 µm, jaw 
diameter 3.2 mm) clamped in a holder. The other parameters 
of the electrodes come directly from the electrode 
manufacturers. 

TABLE I.  ELECTRODE SPECIFICATION OF THE TEST ELECTRODES 

Electrode Anode Cathode 

Active material Graphite LFP 

Area capacity [mAh/cm²] 
(double sides) 

3,2 3,99 

Binder CMC/SBR PVDF 

Substrat foil Copper Aluminum 

Substrat thickness [µm] 10 20 

Coating with [mm] 150 144 

Thickness uncalendered [µm] 195  222 

 

The validation tests were carried out on a laboratory 
calender from Saueressig (GKL 300) with capacitive gap 
measurement (Micro-Epsilon CSG1-CRg5.0B/ET/TLA with 
a measuring range of 0.9 to 2.9 mm and a dynamic resolution 
of 1 µm). The roll diameter is 200 mm. The target calender 
gap can be set in one µm increments. The electrode thickness 
was measured tactilely with the above-mentioned Mitutoyo 
micrometer and, for comparison, with a dial gauge clamped in 
a measuring stand (Mahr Mercato 1086R-HR, resolution of 
0.1 µm, measurement uncertainty of 1.2 µm). A standard 
measuring insert (MarCator 901H) with a hard metal ball 
(radius 1.5 mm) and a flat measuring probe (Mahr 907, Ø 11.3 
mm) were used as measuring probes. The influence of the 
probe on a tactile electrode thickness measurement was 
investigated, see Table II. Due to the widespread use of flat 
measuring jaws in industry, only the electrode thicknesses 
measured with the outside micrometer were used for further 
evaluation and analysis.  
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TABLE II.  THICKNESS MEASUREMENT WITH VARIOUS MEASURING DEVICES AND BASIS WEIGHT MEASUREMENT OF UNCALENDERED ELECTRODES 

Electrode Anode Cathode 

Position Border Center Foil Border Center Foil 

Sample 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Dial gauge, round probe, radius 1,5 mm 

Thickness [µm] 177 178 177 178 180 180 10 10 210 208 211 213 209 211 19 19 

Average thickness [µm] 178,3 10 210,3 19 

Dial gauge, flat probe, Ø 11,3 mm 

Thickness [µm] 203 201 202 200 205 205 12 12 218 219 218 217 219 219 20 20 

Average thickness [µm] 202,7 12 218,3 20 

Outside micrometer, Ø 3,2 mm 

Thickness [µm] 195 196 196 195 194 195 10 10 221 225 223 221 222 224 23 25 

Average thickness [µm] 195,2 10 222,7 24 

Laboratory balance 

Weight [mg] 70,2 70,4 71 70,6 70,3 69,8 22 22 101,4 101 100,3 100,7 100,1 100,4 13,6 13,6 

Average weight [mg] 70,37 22 100,68 13,58 

 

Round punched samples (Ø 18 mm) were measured, which 
were punched out of the electrode sheets using an electrode 
punch (EL-Cut from ELL_CELL). Furthermore, a weight 
per unit area measurement of the punched electrode samples 
was carried out using an analytical balance (Mettler Toledo 
XPR205DU, resolution of 0.01 mg). 

III. DETERMINATION OF THE RELAXATION BEHAVIOR 

A. Thickness and basis weight measurement of the 

electrodes 

To investigate the electrode input quality and the 
influence of the measuring probe on a tactile thickness 
measurement, a thickness and basis weight measurement of 
the uncalendered electrodes used was carried out at the 
beginning. Four punched samples were taken near the 
coating edge and two punched samples in the center, so that 
there were six coated round samples per electrode. One 
round sample without coating was taken from the substrate 
film itself on each side of the electrode. Fewer round 
samples were taken from the substrate foil, as the 
manufacturing tolerances for such metal foils are very high 
and no fluctuation is to be expected. 

Table II shows that the weight per unit area of the 
individual round samples hardly varies. This speaks in favor 
of the high coating quality of the commercially produced 
electrodes. This high product quality of the test electrodes 
makes it possible to dispense with a same-spot 
measurement, which is not possible in principle with the 
approach and measuring equipment used.  

B. Instrumented indentation tests 

To investigate the influence of the compaction force on 
the relaxation behavior of the battery electrodes, the 
maximum force was increased from 100 N to 400 N in 50 N 
increments. The starting value of 100 N corresponds to a 
compaction of 20 MPa and the final value of 400 N 
corresponds to a compaction of 80 MPa. This range of 
values was selected because it has already been used in the 

literature for nanoindenter measurements [1]. In order to 
ensure contact between the indenter and the battery 
electrode at the start of the measurements, the indenter was 
initially pressed onto the electrode with a pre-force of 2 N. 
The displacement measurement was then zeroed and the 
indentation test started. Each indentation test was carried out 
20 times for statistical reasons and then analyzed in Matlab. 
The test speed was 1 mm/min. 

Figure 4 shows the mean values of the individual 
indentation tests on the graphite-based anode. The 
qualitative progression of the curves corresponds to 
literature values that were measured using nano- and 
microindenters [8]. The standard deviation for the 
individual series of measurements with the same maximum 
force is between 2.69 and 3.98 % and averages 3 %. The 
almost congruent course of the compaction curves is due to 
this low scattering of the individual indentation tests. 

 

Fig. 4. Indentation depth-force curves of indentation tests on a graphite-
based anode with decreasing relaxation with increasing maximum force. 

 



It can be seen that the relaxation curves exhibit varying 
degrees of relaxation behavior depending on the indentation 
force. Relaxation decreases with greater compaction. The 
normalized relaxation was calculated from the difference 
between the maximum indentation depth and the 
indentation depth after force reduction in relation to the 
maximum indentation depth, see (4). The difference 
between the maximum indentation depth (���� ) and the 
indentation depth after force reduction (�	) represents the 
absolute relaxation in µm, see (1).  

 normalised relaxation = 
tmax-t0

tmax
 * 100% (4) 

Figure 5 shows the results of the indentation tests of an 
LFP cathode. Compared to the anode, the densification 
curves deviate slightly from each other due to higher 
scattering. The standard deviation of the individual 
measurement series is between 7.15 and 18.4 %, with an 
average of 9.8 %. The average standard deviation of the LFP 
cathode is therefore three times as large as the standard 
deviation of the graphite-based anode. The LFP cathodes 
also show a lower relaxation with increasing densification. 

 

Fig. 5. Indentation depth-force curves of indentation tests on a lithium 
iron phosphate-based cathode with decreasing relaxation with increasing 
maximum force. 

IV. VALIDATION AND EVALUATION 

A. Experimental validation 

The absolute relaxation values and electrode target 
thicknesses calculated from the instrumented indentation 
tests were used to validate the approach. Even when 
approaching the largest electrode target thickness of the LFP 
cathode of 210 µm, it became apparent that the real calender 
gap of 175 µm is considerably smaller than the estimated 
calender gap of 203 µm. The electrode thickness- calender 
gap curve shown in Figure 6 shows that the target calender 
gaps estimated using the approach described were all too 
large. For the graphite anode, the calculated values deviate 
from the experimentally determined values by 
approximately 30 µm and for the LFP cathode by 
approximately 25 µm. However, the estimated and 
calculated curves show nearly linear curves.  

 

Fig. 6. Electrode thickness-gap curves of the estimation model and of 
experimental calendering tests to validate the approach. 

Table III, shows that the coefficient of determination of 
the equalization lines formed by linear regression is very 
close to the value 1, which stands for a linear curve. This 
makes the equalization lines suitable for reading off the 
required target gap for a given electrode thickness. This 
relationship can be used to form a material-dependent 
correction value in order to estimate the required target gap 
more accurately using the indentation test. Specifically, the 
estimate shown in (2) could be improved by subtracting the 
difference between the estimated and the actual calender 
gap based on the equalization lines of the original estimate. 
In order to obtain a high estimation accuracy, further 
experiments are required in the future to cover a larger range 
of values by interpolation and to investigate the influence of 
the material to a greater extent. 

TABLE III.  LINEAR REGRESSION BETWEEN GAP AND THICKNESS 

  Linear regression 
Coefficient of 

determination R² 
Calendered 
anode 

� =  0,88 ∗ � − 33,03 0.9922 

Estimated anode � =  0,90 ∗ � − 4,15 0.9902 

Calendered 
cathode 

� =  1,52 ∗ � − 142,87 0.9966 

Estimated 
cathode 

� =  1,11 ∗ � − 29,25 0.9994 

 

During the validation tests, the working time required 
for individual sub-steps was recorded in order to validate 
how time-consuming it is to find a suitable target gap. The 
tactile thickness measurement of a target thickness requires 
the punching out and measurement of two electrode 
samples, which are taken close to the two opposite coating 
edges. This process took an average of 200 seconds. 
Calendering a sheet took an average of 178 seconds. This 
means that the pure working time to measure the electrode 
thickness of a target gap takes an average of 6.3 minutes 
with this system. If the target gap is set manually, this 
process has to be carried out several times. During this time, 
the calender cannot be used productively. The approach 
pursued in this paper of using an indentation test to reduce 
the setting iterations can therefore lead to an increase in 
productivity during calendering. 



B. Evaluation 

One possible reason for this discrepancy between the 
estimated and actual calender gap may be the electrode 
thickness determination and thickness measurement of the 
calendered electrode described in (3). As shown in the 
previous subsection, the size of the tactile measuring probe 
has an influence on the thickness measurement. A 
micrometer with Ø 3.2 mm measuring jaws was used to 
measure the thickness of the electrode calendered in the 
laboratory calender. The indenter used to calculate the 
relaxation of the instrumented indentation test has a 
diameter of 2.52 mm. In future tests, it is therefore advisable 
to measure the electrodes after the indentation test using a 
tactile measuring device. This means that the electrode 
thickness is no longer determined indirectly via the 
indentation test after the load has been removed during the 
indentation test. For this purpose, a suitable measuring 
probe must be selected that is smaller than the indentations 
of the instrumented indentation test and is also suitable for 
measuring uncalendered and calendered electrodes. The 
compaction-dependent relaxation behavior of the battery 
electrodes investigated underlines the relevance of a reliable 
and comparable electrode thickness measurement. Another 
reason for the discrepancy may be the different load cases 
during the indentation test and calendering. During 
calendering, an entire electrode is compacted. In the 
indentation test, only a circular area of 5 mm² is compacted. 
An edge is created between the compacted and non-
compacted area. The shear stresses acting on this edge can 
be higher than the shear stresses occurring during 
calendering, as there are no such edges due to the round 
rollers. 

V. CONCLUSION AND OUTLOOK 

To summarize, it can be said that the hypothesis of being 
able to estimate the calender target gap from the 
measurement data of the indentation tests could not be 
directly confirmed in the validation tests. However, it was 
shown that both the real calender gap and the estimated 
calender gap exhibit an almost linear curve at different 
target thicknesses. It can therefore be concluded that the 
approach presented, in combination with a correction value 
to be determined, can lead to a reduction in the setting time 
of battery calenders. In the next step, further tests are 
required in which the same measuring equipment is used to 
measure the thickness of the electrodes after the indentation 
test and after calendering. These tests serve as a basis for 
determining a correction value and validating it. 
Furthermore, it has so far only been possible to use target 
thicknesses for which a compaction and relaxation curve 
already exists. The subject of further research is the 
generation and experimental validation of interpolated 
compaction and relaxation curves. The aim should be to 
develop a standardized indentation test plan in order to be 
able to estimate all relevant target calender gaps from the 
measurement data. 

ACKNOWLEDGMENT 

The authors thank the German Ministry of Education 
and Research (BMBF) for funding the project AgiloBat2 
(03XP0369A) and the projekt InteKal (03XP0348C). The 
indentation test used was funded by the Deutsche 
Forschungsgemeinschaft (DFG, German Research 
Foundation) under Germany´s Excellence Strategy – EXC 

2154 – Project number 390874152. This work 
contributes to the research performed at KIT-BATEC (KIT 
Battery Technology Center) and at CELEST (Center for 
Electrochemical Energy Storage Ulm Karlsruhe). 

REFERENCES 
 

[1] KWADE, Arno (Hrsg.); DIEKMANN, Jan (Ed.): 
Recycling of Lithium-Ion Batteries. Cham : Springer 
International Publishing, 2018  

[2] NAKAMURA, Hideya ; KAWAGUCHI, Takashi ; 
MASUYAMA, Tomoyuki ; SAKUDA, Atsushi ; SAITO, 
Toshiya ; KURATANI, Kentaro ; OHSAKI, Shuji ; 
WATANO, Satoru: Dry coating of active material 

particles with sulfide solid electrolytes for an all-

solid-state lithium battery. In: Journal of Power 

Sources 448 (2020) 

[3] JAISER, Stefan ; SANCHEZ SALACH, Nicolas ; 
BAUNACH, Michael ; SCHARFER, Philip ; SCHABEL, 
Wilhelm: Impact of drying conditions and wet film 

properties on adhesion and film solidification of 

lithium-ion battery anodes. In: Drying Technology 35 
(2017), No. 15  

[4] ZHENG, Honghe ; TAN, Li ; LIU, Gao ; SONG, 
Xiangyun ; BATTAGLIA, Vincent S.: Calendering 

effects on the physical and electrochemical 

properties of Li[Ni1/3Mn1/3Co1/3]O2 cathode. In: 
Journal of Power Sources 208 (2012), p. 52–57  

[5] MEYER, Chris ; BOCKHOLT, Henrike ; HASELRIEDER, 
Wolfgang ; KWADE, Arno: Characterization of the 

calendering process for compaction of electrodes for 

lithium-ion batteries. In: Journal of Materials 

Processing Technology 249 (2017), p. 172–178  

[6] KAISER, Jörg ; WENZEL, Valentin ; NIRSCHL, 
Hermann ; BITSCH, Boris ; WILLENBACHER, Norbert 
; BAUNACH, Michael ; SCHMITT, Marcel ; JAISER, 
Stefan ; SCHARFER, Philip ; SCHABEL, Wilhelm: 
Prozess- und Produktentwicklung von Elektroden für 

Li-Ionen-Zellen. In: Chemie Ingenieur Technik 86 
(2014), No. 5, p. 695–706  

[7] DIENER, Alexander ; IVANOV, Stoyan ; 
HASELRIEDER, Wolfgang ; KWADE, Arno: 
Evaluation of Deformation Behavior and Fast 

Elastic Recovery of Lithium‐Ion Battery Cathodes 

via Direct Roll‐Gap Detection During Calendering. 
In: Energy Technology 10 (2022), No. 4 

[8] SCHREINER, David ; LINDENBLATT, Johannes ; 
DAUB, Rüdiger ; REINHART, Gunther: Simulation of 

the Calendering Process of NMC‐622 Cathodes for 

Lithium‐Ion Batteries. In: Energy Technology (2022) 

[9] KÖßLER, Florian ; HERTWECK, Raphael ; FLEISCHER, 
Jürgen: Wechselwirkungserfassung zwischen 

Walzenrundlauf und Elektrodendicke/Sensor 

integration in a battery calender for interaction 

detection between roll concentricity and electrode 

thickness. In: wt Werkstattstechnik online 113 (2023), 
No. 11-12, S. 469–474  



 

979-8-3503-8617-2/24/$31.00 ©2024 IEEE 

Investigation on Defects of Battery Pouch Cell Housing 

 

Nils Schmidgruber 
wbk Institute of Production Science 
Karlsruhe Institute of Technology 

Karlsruhe, Germany 
nils.schmidgruber@kit.edu 

Sebastian Schabel 
wbk Institute of Production Science 

Karlsruhe Institute of Technology 

Karlsruhe, Germany 
sebastian.schabel@kit.edu 

Dr. Anna Smith 
Institue of Applied Materials 

Karlsruhe Institute of Technology 

Karlsruhe, Germany 
anna.smith@kit.edu 

Prof. Dr.-Ing. Jürgen Fleischer 
wbk Institute of Production Science 

Karlsruhe Institute of Technology 

Karlsruhe, Germany 
juergen.fleischer@kit.edu 

Dr. Robert Löwe 
Institue of Applied Materials 

Karlsruhe Institute of Technology 

Karlsruhe, Germany 
robert.loewe@kit.edu 

Abstract—Currently three relevant designs for battery cells 

have emerged, which are distinguished by their housing and 

overall shape into cylindrical, prismatic and pouch cells. The 

latter consist of electrode stacks encased in pouchfoil bags. 

These bags themselves are crafted from two half shells, which 

are deep drawn out of the eponymous pouchfoil. Defect patterns 

in the manufacturing process of these pouch foil housings have 

so far only been described experimentally without concrete 

quantification. In addition to its manufacturing process, 

damage to the pouch cell housing on its way between cell- and 

pack-assembly has also not been described. It is necessary to 

identify the different defect patterns and their origin and to give 

an estimation of their impact towards safety and service life of 

pouch cells. To analyze the possible damages observed in the 

manufacturing and handling of the housings, ISO 8785:1998 is 

applied which categorizes all known surface defects. An 

assessment, based on the risk priority number RPN, is made to 

determine the risk associated with these damages and the extent 

to which they can be classified. Such classification is exemplary 

presented on the wrinkles observed, which are subdivided into 

four categories. A leakage test specifically designed for this 

application is employed to identify which category of wrinkles 

adversely affects the sealing tightness of the cell.  

Keywords—battery production, pouch cell, pouch foil, defects, 

deep drawing 

I. INTRODUCTION 

Currently, large-scale battery cells are manufactured in 
three distinct designs: cylindrical cells, featuring a round outer 
shape housing a wound-up electrode-separator assembly 
commonly known as a jelly-roll; prismatic cells, characterized 
by a cuboid outer shape enclosing a flattened jelly-roll or cell 
stack and pouch cells, which adopt a flat, rectangular outer 
shape and contain a cell stack composed of singulated 
electrodes enclosed in a separator (illustrated in Fig. 1). In 
addition to differences in shape and internal assembly, these 
cell designs also diverge in their housing materials. 
Cylindrical and prismatic cells typically employ hard sheet 
metal for their housing, whereas pouch cells utilize a 
lightweight, flexible foil known as the pouch foil. This choice 
of material enables pouch cells to achieve higher gravimetric 
energy densities compared to their counterparts [1, 2] and, 
owing to their tight fit around the electrode assembly, higher 
volumetric energy densities as well [3]. However, these 
advantages in energy density come at the expense of overall 
cell safety, particularly in terms of resistance to mechanical 
stress, as tested in impact tests [4] or indentation tests [5]. 

 

Fig. 1. Cell design overview: Cylindrical, prismatic and pouch cell (from left 
to right) 

The certification of general pouch cell designs typically 
includes resistance testing against mechanical stressors 
(vibration, shock, penetration) [6]. However, an analysis of 
housing damages resulting from the manufacturing process of 
cells and cell packs has not been systematically conducted. 
Pouch cell housings are typically constructed from two pouch 
half shells, which are deep-drawn from the pouch film 
material shown in Fig. 2. This multi-layered film serves 
various functions, with the inner polypropylene (PP) layer 
facilitating heat sealing, providing electric insulation and 
protecting the subsequent aluminum layer from electrolyte-
induced corrosion. The aluminum foil, aside from its 
formability, acts primarily as a diffusion barrier between the 
interior and exterior. According to [7], an aluminum foil with 
a thickness of at least 12 µm is mostly impermeable to water 
vapor (water vapor permeability less than 0.1 g/m²d). 
Depending on required properties such as thickness, 
mechanical stability, and formability, multiple layers or a 
single layer of film are applied on the exterior, with an 
oriented nylon-polyamide film (PA) consistently included to 
safeguard against external influences. The PA film, 
sometimes complemented by a polyethylene terephthalate 
(PET) film, plays a crucial role in the protection against 
mechanical, electrical, and chemical external influences. 
Moreover, the PET film promotes isotropic tension 
distribution within the composite material, benefiting its 
formability. 



 

 

 

Fig. 2. Pouch foil cross section 

While the aluminum foil forms a complete diffusion 
barrier, the same cannot be said for the sealing seam between 
the half shells. The quality of the sealing seam significantly 
influences moisture ingress and depends on the process 
settings of the heat sealing unit and the quality of the half 
shells in the sealing area [8]. Special sealing tape is applied to 
the area around the current collector tabs to ensure a tight seal. 
These current collector tabs are welded to either all cathode or 
anode sheets in order to connect the cell stack. The cell stack 
alternates between cathodes and anodes, divided and 
enveloped by separators. Additionally, an electrolyte is 
essential for cell function, dosed into the pre-sealed cell under 
vacuum during production. The subsequent final sealing 
maintains the reduced pressure within the cell and ensures a 
tight fit of the pouch housing around the stack. It is imperative 
to note the presence of conductive salts (LiPF6) in the 
electrolyte [9], which, upon reaction with water, pose a risk of 
hydrofluoric acid (HF) formation [9], potentially 
compromising the integrity of the housing and endangering its 
surroundings. 

To prevent dangerous electrolyte leakage or water ingress 
into the cell, unwanted breaches of tightness in the housing or 
the sealing seam must be avoided. Such breaches can stem 
from various damages to the pouch cell housing. Hailing from 
the pouch housing production process, several damage types 
have already been identified and discussed in the literature: 
Ruptures are localized material overloads resulting from 
excessively high forming grades, typically occurring in corner 
regions and causing a breach in the housing [10]. A precursor 
to ruptures are folds referred to as "indented corners" in the 
drawing base of the corner [10]. Wrinkles in the outer region 
of the half shell occur during the manufacturing process due 
to insufficient or uneven blank holder forces [11]. According 
to [10], Wrinkles in the sealing seam area can lead to channel 
formation and leakage. Microcracks in the PP film [12], as 
well as production-induced thinning of the aluminum foil 
thickness [10], are also introduced as possible damages but 
have not been thoroughly investigated or evaluated. 

While damages arising from the manufacturing process 
are described, they are yet to be thoroughly analyzed and 
classified – with regards to tolerance limits. Additionally, 
damages occurring to the cell housing surface during the 
handling for module assembly or factory internal intralogistics 
remain currently unaddressed. Assessing the risk levels of 
these damages can allow for precise quality management in 
battery production [13] to reduce future scrap rates. 

II. METHODOLOGY 

To construct an overview of potential pouch cell housing 
defects and their associated risk levels, an analysis of all 
known surface defects is conducted. A comprehensive 
summary of general surface defects is referenced from EN 

ISO 8785:1998. Through a workshop with eleven experts 
from relevant domains, including battery cell assembly, pouch 
material production, and forming processes, irrelevant surface 
defects are identified and subsequently omitted from the 
overview. Utilizing an Affinity Diagram, the defect 
phenomena documented in literature are then systematically 
matched to the surface defects derived from EN ISO 
8785:1998. 

A risk assessment of half shell defects was conducted, 
based on the principle of the Failure Mode and Effects 
Analysis (FMEA) and, more specifically, the Risk Priority 
Number (RPN). The RPN analyzes the risk associated with 
specific problems, in this case, with specific surface defects.  

Its resulting value is calculated as the product of three 
subsequent ratings (RPN = S x O x D). These ratings consist 
of Severity (S - the severity of the impact of the potential 
failure), Occurrence (O - the likelihood of the failure 
occurring), and Detection (D - the likelihood of the failure 
being detected). All three ratings use a ten-point scale, with 1 
being the least severe, least likely to occur, and likeliest to be 
detected. The identified defects are ranked based on their RPN 
value by pairwise comparison. The Action Priority Level (AP) 
is applied to complement the risk assessment process. With 
the AP, the comparatively higher relevance of the severity 
rating can be taken into account. 

While the risk associated with identified defect patterns 
can be estimated, a precise determination regarding whether a 
defect is problematic or acceptable remains ambiguous. 
Hence, it becomes imperative to classify all defects based on 
their pertinent descriptive attributes and establish threshold 
values for these attributes, beyond which an unacceptable 
level of leakage occurs [14]. 

A severe type of defect, currently not in-depth classified, are 
wrinkles. It is important to consider the point at which 
wrinkles in the vicinity of the seal can lead to channel 
formation and subsequent leakage. This entails the 
identification of descriptive attributes for classification into 
distinct categories. In this paper, an investigation of the 
resulting sealing seam tightness is utilized to classify wrinkles 
into critical and non-critical categories. Two identifying 
Surface Imperfection (SIM) characteristics are employed to 
characterize these wrinkles: The maximum depth of the 
wrinkles SIMcd, defined as “distance between the reference 
surface and the lowest point of the surface imperfection, 
measured from the reference surface and perpendicular to the 
reference surface” [14]; and the maximum length of the 
wrinkles SIMe, defined as "largest measure of the surface 
imperfection, measured parallel to the reference surface" 
[14]. To cover the full defect symptoms occurring, wrinkles in 
the drawn parts flange (indices f) and its sidewall (indices s) 
are measured separately, which leads to four defining 
characteristics. The characteristics are measured using a 3D 
Scan System. (Atos Core 135 from Carl Zeiss GOM 
Metrology GmbH). Fig. 3 shows one such 3D-Scan and the 
visualization of exemplary SIM-values. 



 

 

 

Fig. 3.  3D-Scan of wrinkles in the pouch half shell corner 

The pouch material used in the following tests is D-
EL408PH, a ca. 150 µm thick four-layered pouch foil 
produced by DNP. With defined deep drawing parameters, 
half shells sized 216 mm in length and 143 mm in width are 
produced with four reproducible types of wrinkles. An 
additional set of industrially produced, same-sized half shells 
is used as a reference sample. An overview of all tested half 
shells, their wrinkle characteristics, and their production 
parameters can be found in TABLE I. 

TABLE I Overview of pouch half shell samples, all samples were made with 
a max. drawing force of 20 kN and a drawing speed of 4 mm/s 

Sample 
No. 

Drawing 
depth 
[mm] 

Production parameter 
Wrinkle characteristics 

[mm] 

Blank holder 
force [kN] 

Punch hold 
time [s] 

SIMcd
F SIMe

F SIMcd
S SIMe

S 

0 3 80 6 0 0 0 0 

1 5 20 4 0 0 0.18 1.31 

2 5 10 2 0.15 2.49 0.45 2.11 

3 7 5* 1* 0.21 12.4 0.68 4.50 

Ref. 3 Industrially produced 0 0 0 0 

*To reach wrinkles corresponding to sample 3, an uneven blank holder force 
distribution was reached by the introduction of a 50 µm height difference 
over the blank holder area 

Under dry room conditions (dew point < -60°C), sample half 
shells were used to create sample pouches after drying. The 
sealing system available at the KIT Institute for Applied 
Materials Energy Storage Systems (IAM-ESS) was employed 
for this purpose. To ensure comparability with battery cell 
packaging in cell production (e.g. KIT Standard Cell in Fig. 4-
b), pouch bags were assembled including current collector 
tabs (Fig. 4-a). The pouches were each filled with 10 ml of 
electrolyte solvent mixture (EC:DMC 1:1 wt. %) without the 
addition of any conducting salt to allow for most realistic 
testing conditions without the danger of HF formation. 

 

Fig. 4. Pouch bag used in testing (a), KIT 20Ah Pouch Cell (b) 

The filled pouches were immersed in a water bath at 60°C 
for 20 days. Reference samples were built in the same manner 
using commercially deep-drawn half shells made of the same 
pouch material. One set of reference samples was placed in a 
climate chamber at 60°C for one day (Reference 1), another 
set for 20 days (Reference 2), while the third set was immersed 
in the water bath for 20 days (Reference 3). This procedure 
ensured that large temperature differences between Reference 
1 and 2 and the other samples did not lead to different water 

release from, for example, adsorbed or absorbed water in the 
pouch materials inside the pouch. Reference 2, stored in the 
climate chamber was rotated twice a week to ensure better 
distribution of the solvent inside the pouch. Three sample 
pouches were produced and tested for each experimental 
parameter (half shell quality) and each reference.  

Following storage, all pouches were briefly immersed in a 
water bath for uniform treatment, carefully dried, and then 
dried at 40°C for one hour to exclude superficial water on the 
outside of the pouch packaging as a source of different results. 
The pouch bags were then opened under dry room conditions. 
The contents were pipetted and transferred to pre-dried 
aluminum bottles. The water content of the solvent mixture, 
as well as each sample and reference, was determined by Karl 
Fischer titration in triplicate. Thus, 9 data points were obtained 
for each reference and sample. 

III. RESULTS 

TABLE II presents the surface defects relevant to pouch 
cell housings as derived from EN ISO 8785:1998. The defect 
phenomena introduced in literature were cross-referenced and 
are matched to the corresponding surface defect. A detailed 
description of its possible origin, along with an estimated risk 
assessment based on the RPN and AP are listed. 

While the risk assessment of ruptures is relatively 
straightforward – ruptures penetrating all foil layers 
consistently lead to leakage – other damages such as 
microcracks, grooves or wrinkles necessitate a more thorough 
analysis to properly address them in the production and 
deployment of pouch cells. Similar to ruptures, wrinkles, as 
production-induced defects, primarily depend on the tooling 
geometry as well as process parameters and exhibit 
reproducible behavior in response to these influences. 
Through a production campaign with varying process 
parameters, wrinkles of varying severity were produced. 
These wrinkles were described based on the characteristics 
SIMcd

F, SIMe
F, SIMcd

S, and SIMe
S and resulted in four 

different wrinkle-samples being tested. To determine the 
leakage properties of these wrinkles and identify threshold 
values for the characteristics, the leakage tests described 
above were conducted. The results are shown in Table III. 

The fresh electrolyte solvent solution has a water content 
of 17 ppm before filling the pouch bags. Upon storage in 
pouch bags at 60°C in a climate chamber, the water content in 
the solvent increases to 46 ppm after 1 day of storage and to  
55 ppm after 20 days. This increase in water content is 
primarily attributed to adsorbed water on the inner side of the 
pouch foil, which remains despite the drying process. As the 
measurements indicate, a significant portion of water transfers 
into the solvent mixture within the first 24 hours. When an 
identical pouch bag is stored in a water bath at 60°C for 20 
days instead of a climate chamber, the water content in the 
solvent mixture significantly increases to 279 ppm. Since the 
bags were prepared identically with the same materials, 
storage conditions are causative for the higher water content 
in the samples stored in the water bath. Thus, even the 
reference samples are not completely airtight, and under 
drastic storage conditions, water contaminations can penetrate 
into the pouch interior. It is generally known that diffusion 
phenomena can occur through plastic layers. The sealing 
seams are therefore considered the most likely location for 
water vapor to enter the cell, since there is no continuous 
aluminum layer serving as a diffusion barrier. 



 

 

IV. DISCUSSION 

The overview provided in TABLE II illustrates a variety 
of different defects that can lead to leakage through various 
effects. The highest risk level was assigned to ruptures, as their 
occurrence inevitably leads to leakage. The occurrence of 

most production-related effects can be attributed to either an 
incorrectly adjusted process or improperly adjusted forming 
tools. Exceptions include craters and inclusions caused by 
contamination of the drawing tool during production. While 
production-related damages to the inside of the pouch foil can 
often be prevented during the ramp-up of production, it is 

TABLE II Surface defects relevant to Pouch Cell Housing, including their Risk Assessment ranked through RPN-Risk Priority Number and AP-Action 
Priority Level based on the ratings S-Severity, O-Occurrence and D-Detection 

Defect Name Picture Possible origin 

Risk Assessment 
(ranked 10=highest to 1=lowest) 

S O D RPN AP 

Rupture 

 

High forming degree, with a high blank holder force 
during the deep drawing process 

10 6 4 240  

Crater 

 

Sharp contaminations on the deep drawing tool were 
pressed into the pouch material 

6 5 7 210  

Scratch 

 

Sharp mechanical impact from the outside of the pouch 
material 

6 7 5 168  

Inclusion 

 

Contaminations on the deep drawing tool were pressed 
into the pouch material and remain there 

7 4 4 112  

Wrinkle/Dent 

 

High forming degree, with a low or unevenly 
distributed blank holder force during the deep drawing 

process 
5 7 3 105  

Groove 

 

Impact or push in of a blunt, cylindrical object.  
The pouch material had to flow over notches in the deep 

drawing tool 
2 5 4 40  

Overlap 

 

A precursor to ruptures, increasing the forming degree 
or the blank holder force will change the overlap to a 

rupture 
2 6 3 36  

Size accuracy 

 

Diminished thickness of the aluminum layer due to 
material thinning in the deep drawing process 

4 1 7 28  

Indent 

 

Impact or push in of blunt object 1 7 4 28  

Microcracks Not yet found 
Localized overstressing of the inner or outer polymer 

layers 
4 1 7 28  

Table III Results of the leakage tests of different wrinkles 

Sample Storage Conditions Storage Time [days] 
Water Content [ppm] 

Comments 
Value Standard deviation 

Fresh Solvent -  -  17 1 - 

Reference 1 Climatic Chamber, 60 °C 1 46 1 Industrially Produced 

Reference 2 Climatic Chamber, 60 °C 20 55 1 Industrially Produced 

Reference 3 Water Bath, 60 °C 20 279 7 Industrially Produced 

Sample No. 0 Water Bath, 60 °C 20 267 9 Produced in Project 

Sample No. 1 Water Bath, 60 °C 20 221 6 Produced in Project 

Sample No. 2 Water Bath, 60 °C 20 225 4 Produced in Project 

Sample No. 3 Water Bath, 60 °C 20      719 ** 1 Produced in Project 

** Two out of three sample pouches were found to be significantly leaking, resulting in complete evaporation of the solvent during storage. Therefore, 
only the analysis of one pouch was conducted. 



 

 

assumed that external damages to pouch housings often occur 
sporadically during various logistics operations. Although 
such defects are already often addressed in module assembly 
through camera image recognition, there are currently no 
guidelines specifying which damages must be detected and 
whether a cell with these damages should be considered as 
scrap. The demonstrated inspection and evaluation of different 
wrinkle-types can be used as a reference for a comparable 
analysis of scratches. 

With the leakage tests conducted, it can be demonstrated 
that channel formation occurs in the sealing seam of a cell with 
excessively pronounced wrinkles (SIMcd

F > 0.15 mm; SIMe
F 

> 2 mm). This channel formation leads to leakage or the 
ingress of moisture, as evidenced by the significantly higher 
water concentration in sample no. 3 (approximately 700 ppm 
compared to approximately 300 ppm of reference 3, see Table 
III). A comparison between different storage conditions 
furthermore highlights that pouch cell housings and especially 
their sealing seams are never fully water tight. 

V. CONCLUSION 

The comprehensive analysis conducted in this study sheds 
light on various defects in pouch cell housings and their 
associated risk levels. Through a systematic approach, defects 
were categorized and evaluated based on their potential to 
cause leakage. Ruptures were identified as the most critical, as 
their occurrence inevitably leads to leakage. Most production-
related defects can be attributed to process misalignment or 
tooling issues. Despite existing measures like camera image 
recognition, there are no standardized guidelines for defect 
detection, raising concerns about quality control. The analysis 
of different wrinkle types serves as a valuable reference for 
similar assessments of other defects. Leakage tests revealed 
that excessive wrinkles can lead to channel formation in the 
sealing seam, resulting in moisture ingress. Notably, even 
under different storage conditions, pouch cell housings are 
never entirely water tight. Overall, this study underscores the 
importance of and the need for comprehensive defect analysis 
and quality management practices to ensure the integrity and 
safety of pouch cell housings in battery production.  
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Abstract — The industrial production of battery cells faces 

complex challenges due to the dynamic nature of market 

demands, evolving cell specifications, and the constant evolution 

of battery technologies. To navigate these challenges, agile 

production systems offer a great potential within the battery 

manufacturing landscape. This paper proposes a sophisticated 

cost modeling approach to facilitate the evaluation of agile 

manufacturing concepts in comparison to traditional large-scale 

production systems, as can be found in most giga-factories. By 

considering diverse factors such as equipment specifications, 

material flows, operating costs, and production throughput, the 

model offers a comprehensive analysis of the economic 

feasibility of different manufacturing setups. This approach is 

employed to assess three production scenarios: the lower limit 

scenario, the ramp-up scenario, and the format flexibility 

scenario, shedding light on the economic operating windows of 

agile production systems over conventional large-scale 

manufacturing setups. It is shown that the agile manufacturing 

system used for reference in this paper is capable of 

manufacturing cheaper cells up to a total volume of 

approximately 1.7 million cells, when compared to a 

conventional production setup. This is equivalent to an annual 

production capacity of 225 MWh. When manufacturing five 

different cell formats within a year, the break-even point 

between the agile and large-scale manufacturing is shifted to 2.7 

Mio manufactured cells, which is equivalent to 355 MWh of 

yearly manufactured cell capacity. 

Keywords — cost modelling, profitability, agile production, 

battery cells 

I. MOTIVATION 

The industrial production of secondary battery cells is 
currently facing several challenges that need to be addressed 
in order to operate production facilities economically. 
Constantly changing demands for varying cell specifications, 
new battery-applications, their corresponding requirements 
and improving cell chemistries result in complicated plant 
planning. Balancing the cycle times of the various battery 
production machines is highly complex in itself but gets 
further complicated by constantly changing product 
requirements resulting from the volatile battery market. 
Achieving a continuous peak balance throughout this 
volatility requires refitting and adjusting of the existing large-
scale production plants. Since battery production equipment is 
typically developed for specific discrete cell design, adjusting 
to new cell geometries requires extensive modifications [1, 2]. 
Especially machines in cell assembly, which work with 
discrete parts (cells, single sheets, jelly rolls, etc.) usually have 

a specific throughput per unit (pcs/min), which, compared to 
the roll-to-roll processes of electrode production, leads to 
different capacity throughputs (kWh/min) depending on the 
manufactured cell format [3]. The current factory concept of a 
rigidly linked giga-factory can therefore only produce varying 
requirements and cell demands at a great additional expense, 
if at all.  

In order to achieve a wider consumer adoption of battery-
driven applications however, it has become necessary to offer 
batteries adapted for specific use cases at a competitive price, 
such as a product-adapted cell format, thus providing  
maximum benefit to the end-user [4, 5]. This challenge, 
currently limiting pricing and specialization is not yet 
addressed by any commercial supplier. As a first step towards 
introducing a more agile and flexible manufacturing system 
into the commercial space, it must be possible to describe and 
economically evaluate and compare such adaptable plant 
concepts with existing production systems. 

II. OBJECTIVE 

To enable the retrieval of detailed conclusions on the 
profitability of new agile manufacturing plant concepts, a cost 
model is to be devised that can represent state of the art as well 
as innovative production layouts. Current cost models, such as 
the BatPaC model developed by Argonne National Laboratory 
often focus primarily on the general consideration of the plant, 
taking into account only large-scale rigidly linked 
manufacturing scenarios [6, 7]. In addition, they do not allow 
for different material flows within the factory [8] or do not 
provide a detailed considerations of the individual production 
equipment necessary [9].  

In addition to the consideration of the individual 
manufacturing machines and their production influence, the 
aspect of plant reconfiguration for new materials, formats and 
capacities must be taken into account for a holistic evaluation 
tool. Therefore, a plant database as a basis for a cost modeling 
approach must be designed, which does not only include 
industrial size machines and processes, but also considers new 
flexible research developments and allows an interpolation of 
their impact. It is necessary to include the coverable format 
ranges for each machine and changeover costs for each 
production step to be able to represent different production 
scenarios with realistic factory layouts. Further influencing 
factors, allowing for a more detailed modelling approach 
include personal requirements, the energy consumption for 
individual equipment parts, dry room operating costs and 



 

 

investment as well as scrap rates, especially during ramp-up 
processes.  

All these influencing variables need to be introduced into 
an easy-to-adjust framework in order to enable the easy 
comparability of different manufacturing systems, which the 
developed cost modelling approach should allow for. Finally, 
the developed cost-modelling approach is required to cope 
with different throughput scenarios during production. 
Therefore, the ability to adjust the factory throughput is of 
high importance, especially in regions, that would fall below 
conventional giga-factories and are therefore not covered by 
the existing modelling approaches in literature.  

In order to better understand the characteristics of an agile 
and flexible battery production system, a corresponding 
demonstrator is being developed and implemented as part of 
the AgiloBat2 research project. It is geared towards the 
flexible production of Li-ion pouch cells in terms of geometric 
cell format, the manufactured quantity and the raw material 
used to create the cell chemistry. This is achieved by 
implementing a modular design approach and a flexible 
material handling system interconnecting the individual 
production modules, as described in [10–12].  

Next to the agile and a large-scale manufacturing, the 
manual laboratory production is included into the cost-
modeling approach as a third system, as can be seen in fig. 1. 

 
Fig. 1. Overview of the different production systems included in the cost 
modelling approach 

III. APPROACH 

A scenario analysis was utilized, in order to determine 
three possible comparisons between the production systems 
chosen. These scenarios along with their main objectives 
include the following and can be seen in fig.2: 

• Lower Limit (comparing a laboratory production with 
an agile cell production): Determining the minimum 
number of identical cells required for the cell price of 
an agile cell production to be lower than that of a 
manual lab production. 

• Ramp-Up Scenario (comparison of an agile cell 
production with a large-scale production): 
Determining the maximum quantity of identical cells 
up to which an agile battery cell production enables a 
lower price per cell compared to a conventional large-
scale production with a rigidly linked plant technology 
employed. 

• Potential of Format Flexibility (comparison of an agile 
cell production with a large-scale production): 
Analysis of the influence of different cell formats to be 
produced on a production line. The aim is to determine 
the number of different formats for which agile battery 
cell production is more economical than comparable 

conventional large-scale production lines with rigidly 
linked plant technology. 

 

 
Fig. 2.  Overview scenario analysis 

In order to successfully compute results for the chosen 
scenarios, the necessary manufacturing-equipment database 
was set up to include numerous different process steps. These 
include mixing, coating & drying, calandering, slitting, tab-
forming, stacking, heat pressing, tab welding, foil forming, 
packaging, filling and degassing & sealing. Other process 
steps, such as the over-current-voltage-testing, formation, 
capacity grading and sorting are also included in the modelling 
approach but are not linked with an individual set of 
production equipment parameters. 

For each of the production steps included in detail, 
relevant machine parameters were determined, which are 
going to be used in further calculations. A summary of these 
can be seen in tab. I.  

TABLE I.  RELEVANT MACHINE PARAMETERS TO BE INCLUDED IN 

THE DATABASE 

Characteristic Unit 

Geometric machine footprint mm x mm 

Maximum cycle time l/min, m/min or parts/min 

Flexibility corridor ex. max. processable coil width 

Required operating personel persons / machine 

Average power consumption kW 

Invetment costs € 

 

In a first step, existing equipment for large-scale 
production lines was included in the database. A systematic 
analysis of the plant technology available on the world market 
was therefore carried out and the aforementioned parameters 
were determined for each machine. Depending on the process 
step, upwards of 50 different machines were researched and 
included for each manufacturing operation. Based upon the 
conducted research, an average machine characteristic, such 
as the operation speed could be determined and used to 
benchmark the large-scale production against an agile 
manufacturing system. 

The agile manufacturing system itself was included into 
the plant database of the cost modeling approach, by utilizing 
the plant technology developed in the research project as a 
reference. It is important to note, that these machines, along 
with their speeds are being set up as prototypes in a research 
environment and do not represent fully industrialized 
equipment. This is however necessary, since no such 
equipment is currently available on the market.  

Lastly, the laboratory scale production as an alternative 
production system for small quantities is also included. The 
modelling hereof is based upon the existing laboratory line at 
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the KIT Battery Technology Centre. Since the cost for human 
labor is the most relevant factor determining the final cell price 
in this scenario, a slightly different and simplified modelling 
approach was chosen. Within a manual laboratory production 
of about 150 square meters, ten employees are capable of 
working simultaneously. They can each produce 300 cells per 
year. As soon as the desired production volume exceeds the 
capacity of a single manufacturing set up with its ten 
employees, another set of machines is required with the 
corresponding number of employees also added to the 
calculation. 

In order to keep the complexity of the created model to a 
manageable degree, a number of boundary conditions, 
summarized in tab. II, were assumed to be constant, regardless 
of the chosen production system. 

TABLE II.  CONSTANT AND VARIABLE BOUNDARY CONDITIONS OF 

THE MODELING APPROACH 

Boundary conditions outside 

the observation area assumed to 

be constant 

Variable parameters within 

the cost modeling approach 

Battery cell type and material 
(NMC 622 pouch cell) 

Battery cell format 

Production site (Germany) Annual production volume  

Constant purchasing prices for 
material 

Personnel requirements per 
plant 

Constant purchasing prices for 
personnel costs  

(Re-)set-up times 

Constant purchasing prices for 
energy costs 

Throughput per plant 

3-Shift operation with eight hours 
per shift assuming 330 annual 
working days 

Investment cost 

Fixed amortization period of 10 
years (with 20% residual value) 

Cost of material and energy 
consumption 

 

The cost model is based on a bottom-up approach. For the 
application of the model, the user enters the target values, such 
as the annual number of produced cells as well as the 
geometric and chemical specifications into an input mask. If 
the format flexibility scenario is chosen, the number of 
different cell types, as well as their individual dimensions 
need to be input as well. Based upon these inputs, the model 
will perform an electrochemical calculation for the cell, 
resulting in the achieved capacity for example, as well as a 
detailed list of materials required to produce the cells. This bill 
of materials is then combined with the chosen boundary 
conditions, such as the scrap rate, to determine the required 
number of produced intermediary products for each process 
step. For the calandering process this might be the total area 
of coated electrode for example. Combined with the available 
production speed of the available machinery, this will then 
determine the number of machines necessary to produce the 
required lot within one year.  

In a second step, the actual cost calculations can be 
performed by the developed model. These can be split up into 
several different blocks. The first block includes all costs for 
the personal operating of the manufacturing plant. This 
includes all people directly necessary for the individual 
machines, as well as an overhead. Second, the energy demand 
for the production machines is calculated and priced. Here the 
operating cost for the dry room is also added. This number is 
derived from the necessary space requirements of the 
individual machines, which need to be operated under the 
controlled climatic conditions. Further on the rent for the 

entire manufacturing space is calculated as well as the 
required expenses for the upkeep of the machinery. The later 
one is calculated as a percentage of the overall machinery 
value, as this is a common practice within the industry. Yearly 
depreciations as well as capital expenditures are added as well. 
Lastly the necessary cost for the processed raw material is 
included into the cost calculation. 

Finally, the overall costs are then distributed evenly 
among the manufactured cells as to generate a final price per 
cell. This value can then also be converted into a price per 
manufactured kWh, which is more commonly used as a 
comparison for manufacturing costs on an industrial scale.  

IV. RESULTS 

A uniform reference cell, the characteristics of which can 
be seen in tab. III, was chosen to perform a quantitative 
comparison of the three scenarios depicted earlier.  

TABLE III.  INPUT CHARACTERISTICS OF THE REFERENCE CELL 

Characteristic Value Unit 

Celltype Pouch -  

Inside dimensions             
(w x l x h) 

227 x 162 x 5 mm 

Anode material Grafite - 

Cathode material NMC 622 - 

Separator material Polypropelene - 

Nominal Voltage 3.65 V 

Nominal Capacity 36.57 Ah 

 

When calculating the lower limit scenario, the break-even 
point between the small-scale laboratory production and the 
agile production system was found to be slightly below 7,000 
cells manufactured annually. With the given specification this 
is equivalent to a production capacity of 932 kWh/year. At this 
point the laboratory production requires three full equipment 
lines as well as 30 employees manufacturing the cells full 
time. This results in a cell price of 890 €/cell or 6,700 €/kWh, 
which is not uncommon for a fully customized battery cell as 
it might be used in aerospace engineering or the assembly of 
prototypes for example. 

The agile manufacturing system on the other hand requires 
only one set of machines for each process step to produce this 
quantity of cells. The total monetary invest for machinery and 
equipment amounts to 18.22 Mio. € and the cost for the 22 
employees needed accounts for almost 70% of the final cell 
price. The development of the cell price in dependence of the 
manufactured yearly quantity for this lower limit scenario can 
be seen in Fig. 3. 

On the other end of the manufacturing spectrum, the agile 
manufacturing system was compared to a large-scale 
production, as they are being commonly set up in so called 
giga-factories. The ramp-up scenario focused on a single 
geometric cell format with a specific cell chemistry, as it 
would be the case in a common factory nowadays. 
According to the cost model developed, the agile system will 
produce cheaper cells up to a yearly manufacturing rate of 
1.7 Mio. cells, when using the specified reference cell 
characteristics. At this point the 225 MWh are manufactured 
annually and the cell price is calculated to be 27 €/cell, 
which is equivalent to 205 €/kWh 



 

 

 

Fig. 3. Comparison for the lower limit scenario.  

The large-scale production line requires two industrial 
mixers, coaters, dryers and calanders in order to process the 
anode and cathode materials separate from one another. For 
the stacking process four machines are needed, so that the 
necessary assembly speed of 236 cells per hour can be 
achieved. This amounts to a total invest in machinery and 
equipment of 58.39 Mio. €. 95 employees are required to 
operate the machines and a net manufacturing space size, 
excluding necessary planning offices etc., of 2.200 m2 is 
needed.  

In comparison, the agile production system requires 19 
mixing, 31 coating and drying as well as four calandering 
machines. The cell assembly process is being performed by 17 
stacking machines. This leads to a total invest in machinery 
and equipment of 80.45 Mio. €. In turn, the necessary staff for 
the operation of the manufacturing plant can be reduced to 74 
full time employees. The necessary production space can also 
be greatly reduced, as only 937 m2 of net manufacturing space 
are required.  

The calculated cell price, as well as the comparison of the 
required capital investments for machinery and equipment for 
the two production scenarios can be seen in fig. 4. It is clearly 
visible, that even though the investment costs for the agile 
manufacturing system rise faster than those of the large-scale 
production line, they are also a lot more adjustable to the 
necessary throughput in low turnover scenarios. This results 
in the agile manufacturing system being an ideal scenario for 
scale-up scenarios.  

Combining the lower limit and the ramp-up scenario, it is 
possible to derive a profitability corridor for the agile 
production system. It ranges from 7,000 to 1.7 Mio. cells 
produced annually, where the agile production system is more 
economically favorable compared to the two other systems. 

 

 

Fig. 4. Comparison of capital expenditures and cell prices for the ramp-up 

scenario.  

Using the cost modelling approach developed, it can be 
shown, that the profitability corridor is not a static window. It 
is especially dependent on the cell formats being 
manufactured. This can be primarily explained, by the sheet-
to-sheet processes, which are currently implemented in the 
agile production system set up at KIT. They allow for 
maximum flexibility but will take the same process time, no 
matter whether a large- or small-scale cell is being produced. 
Therefore, the price per manufactured kWh will increase 
faster, than it does in a conventional manufacturing system. 
This effect is demonstrated in fig. 5, which depicts the price 
development for different cell geometries for both the agile as 
well as the large-scale manufacturing system. 

  

Fig. 5. The influence of the cell geometry on the manufacturing cost.  
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The final scenario to be calculated using the proposed cost 
modelling approach is the format flexibility scenario. For this 
case, the number of geometric cell formats to be produced 
within one factory was gradually increased. For each new cell 
format, the resulting down times for the manual adjustment of 
the individual machines were calculated. In addition, the 
monetary effects for the adjustment or replacement of tools 
were calculated. As a final influencing factor, the required 
start up time for dialing in the machines to the new geometric 
specifications was included into the model. These criteria 
were specified for both the large industrial scale production, 
as well as for the agile production system. An excerpt can be 
seen in tab. IV. Due to the nature of the agile manufacturing 
system, these costs and times are significantly higher in a 
large-scale industrial setting. 

TABLE IV.  EXEMPLARY PARAMETERS INFLUENCEING THE COST FOR A 

CHANGE IN THE MANUFACTURED CELL FORMAT 

Parameter Unit 
Large-Scale 

Production 

Agile 

Production 

Toolchange time, 
coating 

min 180 20 

Hardware Invest, 
coating 

€ 2,000 450 

Toolchange time, tab 
forming 

min 130 4 

Hardware Invest, tab 
forming 

€ 35,000 550 

Toolchange time, 
packaging 

min 120 2 

Hardware Invest, 
packaging 

€ 7,500 500 

Start-up-time min 12,000 60 

 
An additional cost factor introduced by producing multiple 

formats with the same system is that certain production 
equipment has to be entirely replaced, depending on the 
change of cell format, being performed. This is especially true 
for the tab-welding, stacking and packaging machines, which 
are typically specified for a very narrow range of operation 
and do not adjust easily or at all. In order to facilitate the 
calculations for the format flexibility scenario, a common cell 
price was calculated for all required cells within one year. The 
additional costs for the new machinery as well as the 
reconfiguration of the system are added to the total 
manufacturing costs and are then distributed evenly among the 
produced cells. It is how ever assumed, that the machines are 
purchased at different times within the year. The necessary 
amortizations are therefore adjusted accordingly to the 
purchase during the year.  

A comparison of the manufacturing costs of 1, 2, 5 and 20 
different cell formats within one year can be seen in fig. 6. 
While the last option might not be of great relevance in current 
industrial settings, it is clearly visible, that the manufacturing 
costs for the agile manufacturing system barely change, while 
the price within a conventional large-scale production is 
strongly dependent on the number of cell formats being 
manufactured. When manufacturing five different cell formats 
within a year, the intersection between the agile and large-
scale manufacturing is shifted to 2.7 Mio manufactured cells, 
which is equivalent to 355 MWh of yearly manufactured cell 
capacity.  

 

 

Fig. 6. Comparison of cell prices, depending on the number of formats 

manufactured (format flexibility scenario).  

The reason for this significant change in manufacturing 
cost can be taken from fig. 7. The capital investments for 
conventional large-scale production equipment rise 
significantly with the number of cell formats being 
manufactured within one year. This can be explained with the 
large quantity of machines, such as stackers, that need to be 
purchased for most of the new cell formats, due to the low 
adaptability they provide. The agile manufacturing system on 
the other hand is not dependent on the number of formats, 
which need to be produced, but only on the total quantity of 
cells required within one year. 

 

Fig. 7. Equipment cost, depending on the number of cell formats 

manufactured (format flexibility scenario).  
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V. VALIDATION 

To validate the developed cost model, particularly with 
regard to the large-scale production, a cost comparison with 
the BatPaC model was performed. This is to ensure, that the 
calculated cell prices fall in close proximity to one another, 
thus ensuring an accurate representation of a realistic cell 
production. A 63Ah NMC811 cell was calculated with the 
latest available BatPaC data from 2021 and resulted in a cell 
price of 107 €/kWh. With the cost model developed by the 
authors, a cell price of 110.91 €/kWh was calculated. This can 
be achieved with a production volume of 5.5 GWh / year, 
which is within the range of typical industrial plant setups.  

VI. CONCLUSION AND OUTLOOK 

In addition to large-scale automotive cell production, there 
are many niche applications for battery-powered devices 
which entail very different cell requirements and 
specifications. In order to produce these cells economically, 
alternative solutions to conventional large-scale production 
lines are required. Agile production system, which can easily 
be adapted to changing requirements offer a great potential. 
Within this paper the development of a cost modelling 
approach, to deduce the number of units in which such a 
production system has an economic operating window, was 
explained. It is based upon a large equipment database which 
allows for an easy change between the included 
manufacturing setups. As a result of the cost model, it could 
be shown that significant rentability corridors for agile 
production systems exist within the battery cell production 
landscape. With the example of a 36Ah pouch cell, the 
resulting economic corridor ranges from 6,500 to 1.7 million 
units per year for the agile production scenario. 

In addition, it was shown, that the change of cell formats 
has a significant impact on the economic viability of a 
manufacturing system. This can mainly be explained by the 
lacking flexibility within common manufacturing equipment, 
resulting in the need for extensive machinery replacements as 
soon as a new geometric cell specification is to be 
manufactured.  

In the future, the developed cost model should be further 
improved, by including an industrialized version of the agile 
manufacturing system as a fourth production facility. The 
necessary data for these machines is currently being collected 
by the means of industrial workshops with various equipment 
manufacturers located within Germany and Europe.  
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Abstract— E-mobility has undergone a remarkable 

transformation in recent years. It has progressed from the early 

days of a few electric vehicles (EVs) to widespread acceptance 

and integration into society. In the effort to address climate 

change, it has also become a necessity. The advancement in 

battery technology has enabled these EV not only to have better 

performance and longer ranges but also the capability to 

function as energy storage units for both households and 

businesses. This feature can prove valuable in industrial fleets, 

contributing substantially to grid stability and financial savings 

through temporary renewable energy storage and peak load 

balancing. DC grids provide the most flexible, efficient, and 

environmentally friendly charging architecture. Ideally, they 

are supplied directly from renewable energy generators. While 

bidirectional charging station prototypes for AC networks are 

emerging, solutions for future DC grids are still lacking. 

This publication evaluates the potential of this novel supply 

architecture and derives requirements for the regulatory-

compliant design and commissioning of DC-coupled 

bidirectional direct current (DC) charge points (CPs). 

Furthermore, a proposal for the selection, dimensioning and 

interconnection of the electrical components, as well as the 

associated control and communication architecture of a 

corresponding power scalable charger is presented. This also 

includes the meaningful integration into an industrial DC grid, 

including the backend communication with the associated 

energy management system (EMS), which also plays a decisive 

role in the exploitation of the potential of the technology. In the 

first test phase of the charging station, a power-hardware-in-

the-loop EV simulation will be carried out in conjunction with a 

regeneratively fed industrial low voltage direct current grid 

until standardized solutions for bidirectional EVs are actually 

available on the market. 

Keywords—Direct current grid, smart grid, bidirectional 

charging, V2G, LVDC 

 

Fig. 1. Efficient bidirectional power distribution based on DC-technology 

I. INTRODUCTION 

A. DC grids: state of the art and research 

The adoption of alternating current (AC) for widespread 
electrification was not a foregone conclusion, but the result of 
a historic debate known as the "War of the Currents” in the 
19th century. Key figures such as Thomas Alva Edison, a 
proponent of direct current (DC), and George Westinghouse, 
an advocate of alternating current (AC), epitomized this 
conflict. The turning point in this debate was the invention of 
the transformer in 1881, which greatly improved the 
efficiency of long-distance electrical power transmission and 
influenced the development of the modern AC-based power 
grid. It is notable that despite the prevalence of AC in power 
distribution, most electronic devices operate internally on DC 
and are connected to the AC power supply via rectifiers [1]. 
The ongoing energy transition, with a focus on renewable 
energy sources and energy efficiency, has brought DC back 
into the spotlight. Research is increasingly exploring system 
architectures that include centralized AC to DC rectification 
and bidirectional connectivity for all DC-based consumers 
and generators. Such systems have been tested in industrial 

 



and residential networks and have demonstrated several 
benefits. These include energy savings of up to 12 %, easier 
integration of renewable energy sources and storage systems, 
and material savings compared to decentralized AC 
distribution systems [2–4]. 

Challenges in the field of direct current (DC) networks 
include aspects of standardization. Currently, this is being 
addressed through the collaboration of the electrical industry 
in the Open Direct Current Alliance [5]. The correct sizing of 
components is a key challenge for the successful market 
introduction of the technology. It is crucial to consider 
economic aspects without compromising on ecological 
benefits, safety, and technical significance [6]. A balanced 
plan that incorporates these factors is essential for the 
acceptance and sustainability of the technology. Additionally, 
special attention must be given to the system's stability. 
Therefore, careful planning and proper design are essential for 
the successful implementation of these technologies [7, 8]. 
The choice of an appropriate grid type, such as the DC-IT or 
DC-TN network, is crucial and has significant implications for 
the network's efficiency and safety [9, 10]. While the number 
of DC applications continues to rise, there are still challenges 
to be addressed in the areas of control and energy management 
of these grids [11]. 

B. DC grids for EV charging infrastructure 

While many companies in the electrical and energy sector 
have research and development plans for system components 
in industrial DC grids, EVs already have an internal DC bus. 
The battery connects to the high-voltage electrical system 
through charge controllers, and the drives via inverters. 
Communication electronics, sensors, and control units use DC 
extra-low voltage through the step-down setting of the high-
voltage electrical system. Every EV has an onboard charger 
with a rectifier as key component. Charging the EV is called 
AC charging colloquially, and it allows low outputs ranging 
from 3.7-22 kW, as the onboard charger needs to be carried 
constantly in the already heavy EV, takes up space, materials, 
and costs, and heats up. In contrast, the rectifier is found in the 
charging station for DC charging, and the power limit is 
typically set by the EV, not the onboard charger. Figure 2 
displays the block diagram of a typical DC fast-charging park 
supplied with renewable energy sources. Each charging 
station requires a rectifier and an additional DC/DC converter 
to establish a correct charging voltage between 200-950 VDC, 
as recommended by IEC 61851[12] (except for megawatt 
charging). The regenerative energies undergo several 
conversion stages. The right side of Figure 2 depicts a DC-
based energy distribution in the fast-charging park, providing 
topology-related benefits: 

 

Fig. 2. Comparison of charge park: DC versus AC distribution 

Significantly reduced rectifier power: Only one central 
rectifier is necessary, which can greatly reduce the rated 
power consumption compared to the total rectifier power 
needed for AC distribution. This is due to lower grid losses, 
the integration of renewable energy sources into a DC grid, 
and the presence of a simultaneity factor. In the case of 
bidirectional charging (BC), even greater reductions in 
connected load can be achieved.  

Power sharing of the CPs: If not all of the charging slots 
are in use (normal situation), the outputs of the DC/DC 
converters can be connected in parallel. This reduces the total 
rated power of the converters. This technology is implemented 
through a so called RingNet interconnection, which is e.g. 
implemented at the Mobility and Energy Hub of the Sortimo 
Innovation Park (Chapter 2C) [13]. 

More efficient integration and storage of renewable 
energies: Renewable energy and storage systems undergo 
fewer conversion stages, which reduces losses caused by 
switching and conduction losses of semiconductors, passive 
components, and the extra-low voltage supply [9]. Wind 
energy requires a frequency converter with a DC link for grid-
synchronous feed-in. The PV inverter comprises a DC voltage 
converter for voltage adjustment, power optimization of the 
modules, and an inverter. In a DC grid, grid-side inversion is 
unnecessary. Storage systems, like batteries, feature either a 
bidirectional DC/DC converter and a bidirectional inverter or 
a single inverter. In DC, the architecture is simplified to a DC 
converter, which is more efficient than the inverter. [4]  

Reduced copper and insulation, minimized 
transmission loss, and eliminated power factor correction: 
Instead of the three-phase low-voltage grid typically operating 
at 400 V AC with five conductors (L1, L2, L3, N, PE), a DC-
based distribution system typically utilizes either a positive 
and negative conductor or, in the bipolar case, a typical not 
distributed centre conductor and a protective conductor (PE) 
[14]. In addition to the lower number of conductors required 
in a DC distribution system, the typically higher DC voltage 
level and the absence of a phase shift between current and 
voltage also play a role in reducing the conductor material. 
Higher voltages for lower transmission losses are tested, e.g. 
1000 VDC [13]. The increased voltage and reactive power 
savings result in decreased conductor dimensions and reduced 
wire requirements for CPs. Preliminary research and industrial 
grid solutions at 650 VDC predict a 40 % reduction in copper 
and insulation material usage compared to the 400 V AC low-
voltage power distribution [15]. 

Space saving: Eliminating rectifiers from the CPs and 
reducing heat dissipation results in space-saving, which 
facilitates their integration in places such as parking garages. 

The listed arguments illustrate the energy and material 
savings that result in lower operating costs, lower CO2 
emissions, lower capital costs, lower overall power 
generation costs, and faster payback of DC-based charging 
parks. 

C. Reference projects, research gap, and aim of publication 

The largest project with DC distribution is located at the 
Sortimo Innovation Park Zusmarshausen in southern 
Germany. When it was commissioned in august 2021, it was 
the largest charging park in Europe The facility features a 
20 kV medium-voltage grid and a 1000 V DC grid, providing 
24 CPs with 420 kW charging power, 120 fast CPs with 

 



140 kW, and charging facilities for e-buses. The cables use 
water cooling to recover the heat from power loss. The 150 
DC CPs are supplied by a 6km long direct current grid. The 
expansion plan incorporates a photovoltaic (PV) system and 
battery storage. Additionally, there are numerous smaller 
charging stations with four interconnected CPs each, utilizing 
a rectifier. [13] 

Most current DC charging grid architectures for EVs utilize 

the AC grid for supplying renewable energy because the DC 

branches are unidirectional. Although DC industrial grids tend 

to use lower voltages of typical DC links up to 750 V of 

frequency-controlled drive systems based on IEC TR 63282 

Ed. 2 [16] and the quasi-standard of the DC Industry2 system 

concept [17], but they are already designed to be bidirectional, 

for example to feed back recuperated energy [18]. Depending 

on the power and voltage of the grid, the first DC-coupled CPs 

can already operate on industrial DC grids. Currently, the first 

functional products for BC points accommodating both DC 

and AC charging are under development (Chapter 2A). 

However, these new products are designed to operate only on 

the AC grid. The auspicious grid-side connection of these BC 

points to a direct current grid is still a novelty. To bridge the 

gap in research and development, this publication offers 

guidance on the requirements, design, control, and testing of 

BC stations on regenerative DC grids. Chapter 2 assesses the 

current state of the art, research, standardization efforts, and 

technical and regulatory challenges associated with BC.  

Based on a mobile BC station that is currently being 

developed for the DC grid of the institute FAPS, Chapter 3 

provides the essential information for the design. This 

includes the technical requirements, wiring and control for the 

switching and protection concept, as well as integrating with 

the grid and backend EMS. The concluding chapter highlights 

the need for additional research. 

II. BIDIRECTIONAL CHARGING: STATE OF THE ART AND 

RESEARCH 

A. Bidrectional CPs 

The utilization of BC technology for both EVs and charging 

stations is currently very restricted due to legal barriers and 

lack of uniform standardization, which hinders a secure 

market launch. Notwithstanding, BC units possess 

tremendous potential for grid node mobility support and 

economic optimization of energy usage in households and 

industries. European manufacturers with ready-to-deliver BC 

products are scarce. From August to September 2023, we 

conducted a survey of all European charging infrastructure 

providers regarding BC points, but only three companies 

managed to produce market-ready BC units within the year. 

Despite this, a growing interest in this innovative technology 

can be observed, with many manufacturers actively engaged 

in the development of such charging stations. Their goal is to 

be fully equipped to supply the market with bi-directional 

charging stations once the current obstacles (refer to chapter 

on Hurdles/Challenges) have been resolved. [19, 20] 
Table 1 displays a focus on low power for the business to 
consumer market, whereas installing DC CPs in more 
electricity-intensive areas is a practical approach to providing 
enhanced system services. 

TABLE I.  AVAILABILITY OF BC STATIONS 

Charger Type/Plug Power 

[kW] 

Launch 

[quarter/

year] 

Wallbox Chargers Quasar 2 DC/CCS 12.8 2/2024 

Wallbox Chargers Quasar 1 DC/CHAdeMO 7.4 Available 

Sono Wallbox AC/Schuko 11 - 

Smartfox Pro Charger 2 -/CCS 22 - 

E3/DC S10 M AC/- 4.5–6 - 

E3/DC Edison DC/CCS - - 

Solar Edge DC/CCS 24 - 

Evtec sospeso&charge DC/CCS, 
CHAdeMO 

10 - 

dcbel r16 DC/CCS, 
CHAdeMO 

15.2 Available 
in UK,US 

Kostal BCL Wallbox DC/CCS 11 2/2024 

Eaton Green Motion DC 22 DC/CCS, 
CHAdeMO 

22 - 

sun2wheel two-way-digital DC/CHAdeMO, 
CCS 

10 Available 
in CHE 

Mobilize Powerbox DC/- 22 - 

Silla Duke 44 DC/CCS 2*22 - 

Enphase bidi Wallbox -/CCS, 
CHAdeMO 

- - 

Enteligent Hybrid DC/CCS 25 - 

Ambibox ambiCHARGE DC/CCS, 
CHAdeMO 

22 - 

Ford Charge Station Pro DC/- 19.2 - 

VW bidi ID Charger DC/- - - 

B. EVs and interfaces to the charging station 

Successful implementation necessitates not just the creation 
of sophisticated charging stations, but also the presence of 
suitable EVs capable of utilizing this technology. In essence, 
there are channels for technical communication that exist 
between the CP and the EV user, between the CP and the EV, 
and between CPs themselves, including power sharing. 
Additionally, there are channels for communication between 
charge point operators (CPOs) and charging stations, often 
aided by a roaming service. Optional energy management is 
also available for local infrastructure, such as building and 
home EMSs, as well as for the grid connection point, which 
may operate via telecontrol as part of central grid 
management. All communication channels related to the CP 
are typically managed by a controller within the charging 
management system. [21] 

Essential information, including the EV's operating status, 
charging enablement, charging demand, and errors, is 
conveyed via a plug-connected cable that features a 
hardware-based resistive information code within its 
structure. Pulse width modulation facilitates the connection 
between the EV and CP. This connection system adheres to 
the IEC 61851 [12] and 62196 [22] standards, which are 
supported by all standard EVs. DC charging is available 
through CHAdeMO (up to 150 kW, occasionally in Asia) and 
CCS connectors with type 1 offering up to 120 kW and type 
2 up to 350 kW (in the American and European regions). 
Water-cooled variations as part of HPC charging provide 
even greater power outputs. In the CCS system, powerline 
communication occurs through the power-transmitting wires. 
Additional CP pins are utilized for identification, 
authorization, and charging process control. CHAdeMO 
employs comparable physical transmission standards. 
Expanding ISO 15118 with part 20 [23] is a fundamental 
imperative for vehicle-to-grid functions. Besides BC, the 
extension offers more than 1-hour Plug & Charge, inductive 



charging and an automated charging device as novel features 
compared to ISO 15118-2 [24, 25].  

Targeted research and development on the bidirectional 
charging process has become increasingly important in recent 
years. Therefore, it will take some time before there is a 
significant increase in the number of bidirectionally 
chargeable EVs. Achieving bidirectionality requires 
extensive technological adaptations to the EVs themselves. 
[26, 27] Initial German and European research projects like 
BC Management currently employ EVs converted by original 
equipment manufacturers (OEMs) without market approval, 
testing BC on new prototype charging units. OEMs are 
presently readying EVs for BC. A few initial CPs are 
functional with specific cars, but the communication is not 
manufacturer-neutral. One major hurdle is regulation 
(chapter 2D). Without software updates in the controllers of 
the EVs and CPs, manufacturer-neutral charging cannot 
function. There is a lack of a standardized communication 
protocol. The EV adaptations go beyond software updates to 
include enhancements to the charging and discharging 
capacities, battery service life, and power electronics. These 
adaptations guarantee a dependable power supply onboard 
the EV and also provide feedback to the supply network.  
Outside Europe and America, BC has already gained 
momentum. After the natural disasters that occurred in Japan 
in 2011, such as the tsunami and earthquake, many areas were 
left isolated from a power supply. To address this, Nissan and 
Mitsubishi deployed EVs with CHAdeMO plug systems to 
provide energy for emergency backup [28–30]. Since then, 
development in the field of backup power supply has 
intensified. China is developing battery swap stations for EVs 
that can serve as virtual power plants for stabilizing the grid 
[31]. See Table 2 for the level of interest among EV 
manufacturers in providing bidirectional capability for their 
cars. 

TABLE II.  SELECTION OF EVS WITH PLANNED V2G-MODE [32, 33] 

EV DC-Plug Power 

(AC/DC) [kW] 

Capacity 

[kWh] 

Fisker Ocean CCS 11/250 113 

Ford F150-Lighting CCS 150 131 

Honda e CCS 6.6/56 35.5 

Nissan Leaf CHAdeMO 6,6/50 62 

Polestar 3 CCS 11/250 111 

Polestar 4 CCS 22/200 94 

Renault Mégane E-Tech  CCS 22/130 60 

Skoda Enyaq CCS 11/125 77 

Volvo EX90 CCS 11/250 107 

VW ID.3 CCS 11/170 77 

VW ID.5 CCS 11/175 77 

VW ID.Buzz CCS 11/170 77 

C. Technical information exchange within BC 

infrastructure and grid integration 

To transmit data from the charging management system, it is 
necessary to exchange data between the charging station and 
the EV, in addition to communication with the backend 
system. The Open Charge Point Protocol (OCPP) is pivotal in 
this regard, having originated as the Dutch standard which was 
subsequently developed into IEC 63310 [34] and a global 
consortium in partnership with the Open Charge Alliance. 
However, OCPP 2.0.1 does not currently support BC [35]. 
Alongside OCPP, additional protocols have been developed to 

bill for charging power, including Open InterCharge Protocol 
(OICP), Open Charge Point Interface (OCPI), and Open 
Clearing House Protocol (OCHP). Combining these with the 
ISO 15118-20 [23] and IEC 63119 [36] requirements will 
result in a future standardized solution for platform-based 
roaming. Grid-relevant information exchange, including 
power provision by EVs or the supply grid operator to the 
CPO, can be facilitated through the Open Smart Charging 
Protocol (OSCP) and Open Automated Demand Response 
(openADR) approach, regulated by IEC 62746-10-1 Ed 1 
[37]. For station automation, information exchange, and 
telecontrol operations, IEC 61850-90-8 [38] and the upcoming 
IEC 63382 [35] offer object models to promote grid 
integration through a standardized and interoperable 
approach. Local EMS communication between charging 
stations, households, or commercial facilities is regulated by 
AR-E 2122-1000 [39] and AR-E 2829-6 [40]. This 
communication can also be implemented via network 
solutions, such as EEBUS or common programmable logic 
controller (PLC) communication interfaces. Additionally, 
higher-level power control between the customer system and 
the grid connection point is included in AR-E 2829-6 [40]. 
Related to Ffe [41], the table summarizes current and future 
standards, regulations, directives, and associated 
communication protocols for charging infrastructure and BC. 
The table outlines the key developments in these areas. 

TABLE III.  RELEVANT COMMUNICATION STANDARDS FOR BC 

Regulations 

and Protocols 

Current 

version 

Scope 

IEC 61851(-1) 
IEC 62196(-1) 
 

2019-12 
2023-12 

Communication between EV and 
charging station, supported by all 
european cars (low level Puls-Width-
Modulation), charging plug 

ISO 15118-20 
  

04-2022 
 

Vehicle2Grid: Communication between 
EV and charging station, Encrypted 
communication EMS, AC and DC, 
bidirectional and inductive charging 

DIN SPEC 
70121 

2014-12 DC-Charging stations: Digital 
communication between EV and 
charging station, control of charging in 
the Combined Charging System 

OCPP 2.0.1, 
IEC 63110 
 
 

2020-03 
2022-07 

CPO to charge point, OCPP 2.0 
standarized in IEC 63110, Protocoll for 
management of EV charging 
infrastructure, Authentication and 
authorization, static and dynamic loading 
(Smart Charging, Demand response) 

OICP 2.2.1 
OCPI 3.0 
eMIP 
OCHP 1.4 
IEC 63119(-1) 

2021-06 
2021-11 
- 
2016-08 
2020-03 

Information exchange CPO and roaming, 
Interoperability in information exchange  

AR-E 2122-
1000 
IEC 63380 

2021-12 
 
2024-.. 

Charge point and home EMS, local 
power and EMS 

AR-E2829-6 
(-1) 
EEBUS 
 

2022-12 
 
- 

Charge point and home EMS, home EMS 
and grid connection point, standardized 
solution for all loads and CPs including 
BC basically 

IEC 62746-10-1 
Ed 1 (Open 
ADR) 
OSCP 2.0 
IEC 61850-90-8 
IEC 63382 

2018-11 
 
 
2020-10 
2016-04 
2025-.. 

Charge point and CPO to Grid, informing 
of physical grid capacity to CPO, 
demand response, distributed energy 
resources, peak load management, object 
model station automation in power and 
telecontrol engineering, EV grid 
integration 



D. Hurdles/challenges and legal framework conditions 

Apart from rare instances, BC has not been widely utilized to 

date. Chapter 2A indicates a shortage of BC stations, yet there 

are many ongoing development projects for market products. 

It is evident that the current focus has been on limited 

services, which are more inclined to be used in the B2C 

market, and that EV manufacturers do not offer the complete 

capacity. In alignment with Chapter 2B, it is evident that 

despite the eagerness to introduce bidirectional EVs in the 

market, there exists inadequate uniformity in communication 

between EVs and charging stations, along with the lack of 

unbiased access to the battery data of these EVs. Previous 

specifications such as IEC 61851 [12], IEC 62196 [22], and 

ISO15118-20 [23] have not yet established communication 

uniformity between the EV and BC point. As a result, 

individual EVs operate with individual BC points, and no 

manufacturer neutrality is assured. Multiple protocols are 

currently in development for the communication architecture 

in the (bidirectional) charging park, providing standardized 

solutions. 

In addition to the aspects discussed in Chapter 2A-C, the BC 

initiative [42] notes important factors that should be 

considered. Among them is the absence of a clear definition 

for mobile battery storage systems. Furthermore, the legal 

definition of mobile battery storage systems in relation to 

bidirectional EVs remains unclear. A concise and objective 

legal definition for these storage systems is necessary to 

accommodate technological advancements and facilitate 

precise legal regulations [42]. 

The current expansion of public and private charge 

infrastructure mainly focuses on one-way charging, causing 

incompatibility with BC [42]. Also, there are high entry 

barriers to participating in the balancing energy market. The 

minimum bid sizes for positive and negative minute or 

secondary reserves are excessive for vehicle-to-grid 

aggregators. The initiative proposes reducing the minimum 

bid sizes to facilitate the participation of vehicle-to-grid 

aggregators in the balancing energy market. There is a dearth 

of requisite communication infrastructure for intelligent 

metering technology through smart meters [39]. The 

implementation of smart metering systems, which is crucial 

for BC, is presently at a standstill. The BC initiative proposes 

fast-tracking the smart meter rollout and providing incentives 

for the voluntary adoption of smart meters, in the context of 

BC. [42] 

From a political standpoint, there is currently a shortage of 

economic incentives for utility companies to advance the 

technology. Bi-directional charging relies heavily on 

distribution grid operators, who would benefit from its 

advantages, including the avoidance of grid expansion costs. 

The BC initiative suggests that incentive regulation should 

prioritize grid-friendly flexibility using mobile storage and 

digitizing grid technology to incentivize expansion of BC 

infrastructure. It is crucial to consider potential savings in 

grid expansion [42]. The public grid may experience a load 

flow shift due to conflicting interests between grid operators 

and EV users. Implementing new business models for 

capacity trading and flexible electricity pricing could serve as 

a solution [43]. However, the exact effects on the grid are 

uncertain and currently under research.  

Overall, it can be said that BC technology offers promising 

potential for electromobility and the energy transition. 

Research and development in this area will continue to 

progress in order to overcome the technological challenges 

and create the conditions for wider use and acceptance of BC 

points. [44] Close cooperation between industry, research 

institutions, regulators and energy suppliers is essential to 

successfully establish the technology and thus make a 

significant contribution to the integration of EVs into the 

energy system of the future. [27, 45] Table 1 shows relevant 

ongoing and completed research projects. 

TABLE IV.  RESEARCH PROJECTS ADRESSING BC AND CHARGE 

INFRASTRUCTURE 

Research project Focus Duration 

eMobiGrid The overall goal of the project is the 
scalable and flexible integration of 
EVs into stationary commercial or 
municipal electrical infrastructure 
through DC coupling and cross-
sector information technology. [46] 

01.2023–
12.2025 

BC Management In the research project, a holistic, 
user-oriented offer for the 
integration of bidirectional EVs into 
the energy system is being 
developed and tested. [47] 

05.2019–
10.2022 

AligN, Expansion of 
Charging 
Infrastructure 
through Targeted 
Grid Support, AligN 

In this context, ISEA is concerned 
with the research and realization of 
sustainable grid concepts, taking 
into account transient effects at both 
component and system level. [48] 

09/2018-
09/2022 

SKALE, Scalable 
Charging System for 
EVs 

The SKALE project combines 
electromobility and stationary 
battery storage in the development 
of a direct current charging 
infrastructure for semi-public to 
private areas. [49] 

11.2020–
10.2024 

Trade-EVs II, Trade 
of Renewable, 
Aggregated and 
Distributed energy 
by EVs s 

The Trade-EVs project aims to 
aggregate EV fleets, market them in 
a price-optimized manner, and 
thereby reduce the operating costs of 
EVs. [50] 

10.2020–
09.2023 

unIT-e², Real Lab 
for Networked  
E-Mobility 

The focus is on the user-friendly, 
large-scale implementation of 
intelligent charging concepts. [51] 

08.2021–
07.2024 

Bi-ClEVer The central question of the project is 
how can the battery of an electric car 
be used in combination with a 
photovoltaic system as an electricity 
storage device at home? [52] 

05.2019–
10.2022 

ReNuBiL, Real-
World Laboratory 
for User-Oriented 
BC 

With the project ReNuBiL, the 
institutes ISP and IMIS of the 
University of Lübeck want to jointly 
establish a research infrastructure 
consisting of two battery EVs, 
charging stations and a battery 
storage as well as the software 
implementation for the CarSharing 
use on the Lübeck campus. [53] 
 

01.2020–
12.2022 

III. STRUCTURE AND FUNCTION 

A. Requirements and Key Components 

Chapters 1 and 2 describe an advanced DC-based network 
architecture for BC, as well as the current state of research. 
Chapter 3 provides an example of a design of a compatible 
bidirectional CP integrated into a novel DC grid. This 
bidirectional CP shall work as a mobile demonstrator with 



visualization of electrical live data and complies to the 
existing technical rules. It shall work with electrical vehicles 
and for testing aspect with a power-hardware-in-the-loop-
switching cabinet. At first the key components and aspects 
that require attention during the design process are 
highlighted:  

• Charging plug for conductive charging in accordance 
with IEC 62196 [22] 

• Bidirectional power electronics with galvanic isolation 
in accordance with IEC 62196 [22] 

• Electrical switching and protection concept in 
accordance with IEC 60204-1 [54], IEC 62196 [22], 
IEC 61557 [55], and IEC 62955 [56] 

• Functional safety according to IEC 61508 [57] and 
ISO 13849 [58] 

• Wiring/cable requirements according to IEC 61439-7 
[59] and IEC 60204-1 [54] 

• Charging management, particularly after ISO15118-
20 [23] and automated operation of all components as 
well as necessary communication interfaces according 
to Table 3 

• Mechanical design and suitable thermal management 
in the control cabinet in accordance with IEC 61439 
[59] and IEC 60890 [60] 

B. Hardware design and Control 

For conductive charging, both Chademo and CCS plugs 
are commonly used. Based on the findings in Table 2 and 
considering the predominantly European region, a CCS type 
2 plug was chosen for the example system and the 
communication was programmed accordingly. 

A survey and market evaluation conducted by us indicates 
that there are currently no power electronics available in the 
market that meet the required specifications for delivery in a 
manageable time. The input and output voltages must match 
both the DC grid and the EV side, while also providing 
galvanic isolation at each CP and bidirectional functionality 
for the BC [12]. The market mainly offers unidirectional 
converters or bidirectional systems without galvanic isolation. 
In the implemented example, a new prototype from battery 
testing is chosen. Based on the available industrial test 
network, a typical drive system DC link voltage was selected 
in accordance with IEC TR 63282 [16] and the DC Industry 2 
system specifications [17]. On the output side, the power 
electronics used in the form of a resonant converter can supply 
up to 920 VDC according to [12] via a total of 3 channels that 
can be connected in parallel to increase power. This voltage is 
sufficient for typical EV systems of 400 V, but also for 800 V 
electrical systems such as the Porsche Taycan. 

In addition to insulation and earthing the metallic 
components, electrical switching and protective devices are 
also necessary. Semiconductor fuses and circuit breakers 
provide overcurrent protection by automatically 
disconnecting within 0.1 seconds, in accordance with IEC 
60364-4-41 [61] and tested via IEC 60364-6 [62] during 
commissioning. This is necessary due to the different currents 
and current-carrying capacities of the cables on the grid and 
EV sides, as well as the extra-low voltage level. Researchers 
are developing intelligent semiconductor switches, such as 
solid-state circuit breakers (SSCB) or hybrid switches, with 

configurable tripping characteristics. These switches react 
more appropriately to the prospective short-circuit current in 
the event of an increased risk of arcing in the DC range [9]. 
To prevent false tripping of overcurrent protection devices and 
limit inrush current in the DC link capacitances of the DC/DC 
converter during a black start, an electronic or resistive 
precharging circuit is necessary [10]. Charging of the network 
and associated capacitances should occur within a maximum 
of 5 seconds [17]. Insulation monitoring is necessary to 
provide comprehensive protection against electric shock, 
especially on the EV side. This, in combination with a 
contactor, disconnects the connection between the CP and the 
EV [63]. Insulation monitoring ensures that a defined 
resistance value is maintained. When used correctly, it forms 
a condition monitoring system to detect system aging due to 
changes in value, such as a gradual increase in parasitic Y 
capacitances. It is important to note that appropriate protection 
must be in place on the system side, as insulation monitoring 
cannot measure through transformers with galvanic isolation. 
Chapter E describes a potential solution for integrating into a 
high-availability test grid. Depending on the country, 
connection conditions for generation plants, including 
bidirectional EVs, must be applied. Grid and system 
protection components prevent island grid connections in this 
specific application. These regulations apply specifically to 
the central system's inverter, which is why the implemented 
charge cabinet does not include any components for grid and 
system protection. Following a risk assessment in accordance 
with IEC 62305-1 [64], type 1 and 2 DC surge arresters were 
installed in the test system in order to minimize the risk of 
lightning and overvoltage to a tolerable residual risk [65]. 

In addition to ensuring electrical safety, it is also necessary 
to have a functional safety concept. This includes a redundant 
emergency stop switch with a necessary reset and a safety 
relay with input monitoring and relay outputs. The mains side 
is switched off in the event of a fault in a serial circuit with the 
charging controller of the CP and a contactor. The overall 
concept achieves protection level 4 according to ISO 13849-1 
[58] or SIL 3 according to IEC62061 [66] in the example 
system. A Vector Supply Equipment Communication 
Controller (vSECC) is planned for the charging management 
of the individual CP. This takes on the following tasks: 

• Communication via cable and plug with EV 

• Formation of the target signal for current and voltage 
for the power electronics of the CP and signal 
forwarding via Power Electronics Protocol (PEP) or 
Controller Area Network (CAN) 

• User interface and authentication: Radio-Frequency-
Identification (RFID) and Message Queuing 
Telemetry Transport (MQTT) 

• Energy meter integration via Ethernet IP 

• Backend communication and coordination with other 
CPs over Ethernet IP or Modbus TCP 

For the previous prototype solution, a control cabinet 
measuring 1200x800x800 mm with a pre-perforated 
mounting plate for top-hat rails and attachments, as well as 19-
inch mounting rails, was chosen. The air conditioning is 
provided by an air conditioning unit that has been converted 
to direct current and connected via the DC intermediate circuit 
of the air conditioning compressor. 



C. Backend Integration for EMS 

The vSECC offers Ethernet IP and Modbus TCP as 
communication interfaces for integration into the network 
environment. Industrial DC grids typically use PLCs for 
process and energy control. The current test network uses a 
Siemens S7-1500. The OCPP can be reprogrammed via 
Ethernet to adjust the setpoints for static and dynamic loading. 
Alternatively, PLC communication can be established via 
RS485, which is suggested as a more user-friendly solution in 
this publication. 

Based on the necessary functional descriptions from 
Chapter 3 B and C, the three circuit diagrams in Figures 3, 4 
and 5 show possible interconnections of the components 
mentioned. Fig. 3 shows the basic DC grid-side wiring up to 
the input of the central DC/DC converter of the power circuit. 
Fig. 4 contains the measuring and monitoring technology on 
the output side and the necessary protective devices up to the 
charging plug. The measuring and control circuit on the low-
voltage side, including the control cabinet lighting, is shown 
in Fig. 5. 

 

Fig. 3. Circuit diagram of main components for demonstrator solution  
-part1: Protection, safety and measurement for grid integration 

 

Fig. 4. Circuit diagram of main components for demonstrator solution  
-part2: Protection, safety and measurement for vehicle plugging 

 

Fig. 5. Circuit diagram of main components for demonstrator solution  
-part3: CP management and control 

A spatial representation shows a possible arrangement of the 
control cabinet components of the demonstrator solution.  

 

Fig. 6. Component arrangement of the main components in the charging 
demonstrator solution 

D. Adaptations for portable use 

The mobile charging station's design includes several 
additional functions. Its purpose is to be tested on various 
networks, demonstrated live at specialist presentations and 
trade fairs, and used as a mobile BC point to support unstable 
network branches. To facilitate this, rollers were fitted under 
the control cabinet. Additionally, an energy monitoring is 
utilized, which includes high-precision current and voltage 
isolating amplifiers, an edge controller and an HMI based on 
a selection procedure for LVDC measurement [67]. This 
system visualizes the live electrical operation and insulation 
values as part of the grid's condition monitoring. The edge 
controller can also transmit the measured values to a backend 
via interfaces such as Profinet. Since there are currently few 
DC grids available, an extra bidirectional power supply unit 
with its own switching and protective devices is located in the 
control cabinet. This allows for integration into a 3~ AC grid 
as well. 

E. Testing: Power-hardware-in-the-loop EV simulation in a 

renewable powered low voltage direct current grid 

To address the lack of uniformity and availability of EVs 
for the BC (Chapter 2), a power-hardware-in-the-loop vehicle 
simulation is used for the first test stage. This simulation 
includes a second mobile test cabinet from Vector Informatik, 
which contains a bidirectional power supply unit that runs 
through parameterizable charging characteristics of EVs. The 
EV simulation is realized by the CANoe software solutions 

 

 

 

 



via the VT system. Additionally, communication between the 
EV and charging station is tested. The second test stage will 
involve real unidirectional and bidirectional EVs. 

In addition to testing BC, an industrial regenerative DC 
test grid is available for grid connection. The infrastructure is 
designed for industrial grid users, including conveyor belts, an 
industrial robot, recuperative drive controllers, technical 
building equipment (such as LED hall lighting and low-
voltage supplies), air compressors, battery storage, and 
photovoltaic cell testing. Two separate rectifiers can be used 
to connect to an earthed grid feeder (DC-TN) and an 
electrically isolated grid feeder (DC-IT). The AC side of the 
grid includes conventional grid participants that have not yet 
been converted to a DC supply. To ensure maximum 
protection, the integration of the DC IT grid feeder is 
provided. The DC feeder is protected by various measures, 
including overcurrent protection through semiconductor 
fuses, precharging of the feeder, a safety PLC, insulation 
monitoring, and a fault localization device. The fault 
localization device uses residual current sensors to identify the 
faulty current path in the system and switches it off using a 
DC power contactor. In the future, a measuring system on both 
the DC and AC sides of the hybrid grid, combined with the 
system's PLC and a software framework for forecasting 
photovoltaic power in accordance to [68], will allow for the 
evaluation of industrial application scenarios for BC on the 
DC grid. 

 

Fig. 7. Integration into FAPS DC power distribution and production centre  

IV. CONCLUSION, FURTHER DEVELOPMENT AND OUTLOOK 

BC offers numerous added values to exploit the full 
potential of EVs. Possible use cases include grid stabilization, 
the support of households, industrial production facilities or 
charging parks as mobile buffer batteries, the connection to 
hybrid inverters or the optimal economic grid design when 
integrating EV batteries into peak shaving. Future use as an 
emergency power supply also makes sense. To ensure 
efficient charging infrastructure for both unidirectional and 
BC, DC grids are increasingly important. This publication 
highlights the advantages of this infrastructure and 
emphasizes the need for standardization and development 
based on current research into BC, charging infrastructure, 
and communication requirements. Based on a mobile BC 
point under development for connection to DC grids, the 
requirements for the individual components and their 
functional and safe interconnection and design are proposed. 
The initial test will use a power-hardware-in-the-loop EV 
simulation with a connection to an industrial DC grid. Once 

successful, the first bidirectional EVs available on the market 
will be added. In summary, this publication provides guidance 
to researchers and developers on designing, sizing, 
controlling, and testing bi-directional DC charging stations for 
EVs and integrating them into renewable-powered LVDC 
grids. The proposed system concept for CPs and infrastructure 
enables faster, more efficient, and cost-effective deployment 
of sustainable electric mobility. 
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Abstract—Companies are increasingly looking for 

opportunities to reduce their energy consumption and move 

toward carbon-neutral production. Recent research has shown 

the high potential of direct current (DC) smart grids in 

production plants. Although they promise increased system 

efficiency and simplified integration of renewable energy 

sources or storages, there is still a lack of knowledge among 

product developers and production planners regarding the 

integration of DC grid components. Since measurement devices 

perform a variety of tasks, their implementation poses an even 

greater challenge to planners. Therefore, this paper 

systematically analyses different measurement use cases in 

terms of requirements, possible physical measurement 

principles, and sensor types. The results provide support for 

production planners and electrical product developers, 

improving the technology diffusion and shortening the planning 

times. Furthermore, a developed systematic selection procedure 

assists planners. The lower barrier for technology transfer to 

industry leads to a faster exploitation of the potential of DC 

powered production facilities. 

Keywords—direct current grid, energy measurement, sensors 

I. INTRODUCTION AND MOTIVATION 

Initially, there was no predetermined plan to use 
alternating current (AC) for wide-spread electrification. A 
conflict known as the war of currents arose between advocates 
of direct current (DC) and AC, represented by Thomas Alva 
Edison and George Westinghouse, respectively. However, the 
invention of the transformer in 1881 revolutionized the 
efficient transmission of electrical energy over long distances. 
This pivotal development influenced the structure of our 
current electricity grid, which is based on the use of alternating 
current. 

Upon closer examination of production facilities, it 
becomes apparent that nearly all electronic devices operate 
using direct current internally and are connected to the AC 
power supply through their own rectifier [1]. Moreover, the 
ongoing energy transition, with its focus on DC-based 
generators and storage systems, requires a reevaluation. In this 
context, research projects have been established to explore 
system architectures based on centralized rectification of AC 
mains voltage and bidirectional connection of all DC-based 
consumers and generators. These projects have already been 

implemented in initial industrial and domestic test networks, 
offering advantages such as energy savings of up to 12 %, 
easier integration of renewable energy sources and storage 
devices, and significant material savings compared to the 
decentralized distribution architecture based on AC. [2–4] 

Prominent projects in Germany, such as DC-Industry 1 
and its successor DC-Industry 2, have been dedicated to 
designing industrial DC grids [5, 6]. The Open Direct Current 
Alliance [7], initiated by the ZVEI, serves as a research 
alliance for DC grids, with participating project partners 
contributing to the development of power electronic 
components, switching and protection components, and 
standardization efforts in international protocols and 
guidelines. Several other research projects, including 
DC-Schutzorgane [8], DC-Smart, and SiC4DC [9], have 
further expanded the body of knowledge, exploring protection 
concepts, the use of wide-bandgap semiconductors in power 
converters, the interaction of grid components, and the 
potential integration of renewable energy sources and storage 
systems. While some quasi-standards and prototype products 
have emerged from these projects, the general understanding 
of cost-effective, environmentally friendly, and safe planning 
for this new grid structure remains limited to a few experts 
actively involved in such research endeavors. Consequently, 
there are only a handful of individuals capable of designing 
these grids accurately to ensure their safe operation. Due to 
the lack of acceptance procedures in standardization and 
regulations, the plants are commissioned as experimental and 
research plants. [7, 10, 11] 

Technical regulations, such as IEC60364 [12], as well as 
existing networks are mainly based on AC-based topologies 
measurements within devices or on non-hazardous low-
voltage networks. Also, physical measurement principles and 
the measurement tasks are fundamentally different. That is 
why this publication offers essential support in choosing the 
appropriate measurement device. Hence, this publication 
serves as a valuable resource in aiding the selection process of 
an appropriate measurement device. 



II. STATE OF THE ART OF MEASUREMENT IN DC GRIDS 

A. General measurement device requirements for DC grids 

Fig. 1 lists the essential criteria for sensor selection and 
development. Measuring devices for the DC grid vary 
fundamentally in terms of functional requirements and depend 
on the application. The electrical safety for operation on the 
DC grid also differs significantly. Even if the market and the 
prototype landscape show significant differences for the 
individual products, all other listed requirements for 
measuring devices for the DC grid are congruent with the 
measuring device requirements for the AC grid. 

 

Fig. 1. Essential requirements for sensor selection and comparison [13] 

B. Current measurement principles for industrial DC grids 

Up to now, there exist several measurement systems, 
based on different physical principles or their field of 
application [14, 15]. In [15] the current sensing techniques are 
categorized according the following four physical principles: 

• Ohm’s law of resistance (e.g., shunt resistors) 

• Faraday’s law of induction  
(e.g., Rogowski coil, current transformer) 

• Magnetic field sensors (e.g., Hall-effect, fluxgate, and 
magneto resistance sensors) [16, 17] 

• Faraday effect (e.g., fiber-optic current sensors) 

Each of the sensing techniques have their individual 
benefits and limitations depending on the different 
applications. Fig. 2 shows a comparison of essential current 
measurement principles for industrial DC grids. However, not 
all of these sensing techniques are suitable for DC grids, e.g., 
the Rogowski coil or current transformers which cannot be 
used due to the lack of an alternating field. What remains are 
the invasive shunt measurement as well as non-invasive Hall 
transducers, magneto resistance sensors and more costly but 
comparatively accurate fluxgate sensors. Fiber-optic 
measuring devices are only suitable for high-voltage grids and 
come with high monetary costs. To ensure electrical safety, 
IEC 60688 [18] recommends galvanic isolation from the 
measuring circuit. Isolation amplifiers can be used here to 
perform signal conversion and measurement signal isolation.  

 

Fig. 2. Comparison of essential current measurement principles for 
industrial DC grids (adapted from [15]) 

C. Topology-related differences in measurement 

A large number of variables are relevant for the AC-based 
supply of production facilities. In power measurement alone, 
the measurement of active, apparent and reactive power as 
well as the associated apparent power is relevant. Powerful 
systems are directly supplied with 3-phase current, whereby 
each phase conductor has its own currents, voltages and phase 
shifts, and in the case of an asymmetrical load, even the 
neutral conductor bears a load. DC grids are usually unipolar 
or maximally bipolar with the earth potential as the midpoint 
between the positive and negative potentials. Although the DC 
signal is not completely smoothed by the power electronics 
and is therefore contaminated, the measurement of the phase 
shift is not necessary. This reduces the number of metering 
points and eliminates the need to provide reactive power to the 
grid or perform DC compensation. [4] 

While the measurements themselves appear to be much 
simpler, the available physical measurement principles are 
less, which means that many ready-made conventional AC 
products cannot be used [15]. For the new topology with the 
existing measurement methods, necessary use cases for 
industrial DC power supply are presented and matched to the 
requirements in each case.  

TABLE I.  RATED SUMMARY OF MAIN DIFFERENCES BETWEEN AC 

AND DC POWER MEASUREMENT 

 DC-grid-measurement AC-grid-measurement 

Effort Low, the current usually 
only flows via positive 
and negative conductors, 
due to fewer 
calculations, slow 
sampling is usually 
sufficient 

High, the typically 3~ grid 
with phase shift and 
unbalanced load leads to 
more measuring points and 
time-synchronized 
measuring points 

Complexity 
of the 
evaluation 

Low, there are not many 
relevant variables, just 
current, voltage and the 
resulting active power 

High, in addition to the 
various time-shifted 
external conductor currents 
and voltages, there are 
active, apparent and reactive 
power as well as numerous 
network repercussions e.g. 
harmonics and undesirable 
unbalanced loads 

Market 
availability 

Low, as there are fewer 
physical measurement 
principles in electricity 
measurement and fewer 
products available on the 
market, because AC 
grids are state of the art 

High, as more physical 
measuring principles and 
numerous devices available 
on the market that already 
provide intelligent 
evaluations including 
communication interfaces 

 

Safety/Security requirements

 Electrical safety

 System security

 IT security

Functional requirements

 Basic physical principle 

 Accuracy

 Resolution

 Dynamics

 Compensation of disturbance 

variables

Interface requirements

 Analog (voltage, current, 

frequency, impedance)

 Digital (level, protocol, bit rate...)

 Mechanical

(housing, mounting, connector...)

Signal processing

 Analog (gain, matching...)

 Digital (resolution, sampling, 

algorithms...)

Environmental requirements

 Climatic

(temperature, pressure, humidity...)

 Mechanical

(vibration, shock, acceleration...)

 EMC properties

Reliability

 Redundancy

 Lifetime

 Mean time between failures

Calibration and test

 Standards

 Guidelines

 Self-calibration

Economic efficiency

 Technology

 Unit costs

 Operating costs

 

Measurement 

principle
Bandwidth

Accuracy 

[%]

Measuring 

range

Galvanic 

separation

Cost 

[USD]

Shunt resistor kHz-MHz 0.1 - 2 mA - kA no > 0.5

Current 

transformer
kHz-MHz 0.1 - 1 A - kA yes > 0.5

Rogowski 

Coil
kHz-MHz 0.2 - 5 A - MA yes > 1

Hall Effect kHz 0.5 - 5 A - kA yes > 4

Fluxgate kHz 0.001 - 0.5 mA - kA yes > 10

Magneto 

Resistance
kHz 0.5 - 10 mA - kA yes > 2 - 5

Fiber-optic

current sensor
kHz-MHz 0.1 - 1 kA - MA yes > 1k



III. NEED OF ELECTRICAL MEASUREMENT DEVICES AND 

USE CASE SPECIFIC REQUIREMENTS 

A. Energy monitoring 

For energy monitoring, current (i) and voltage (u) in 
individual units are less relevant, but rather the power (p) and 
especially the electrical work (W) derived from it in kWh (1). 

 � = ��(�) ∙ 	� = �
(�) ∙ �(�) ∙ 	� (1) 

The purpose of monitoring is usually to provide plant 
operators with a prepared summary, whereby qualitative 
results and trends are important in order to bring transparency 
to the energy flows of the plant or the production site and, if 
necessary, to find out the utilization of the distribution 
network, to implement strategic energy optimization measures 
or to concretize key figures for the cost accounting of 
production processes [19]. In order to fully utilize the 
advantages of the DC grid, bidirectional measurements are 
required at least at the central active infeed and the storage 
facilities. It is also helpful that the electrical energy is recorded 
with separate counters for the respective current flow direction 
and is not automatically integrated depending on the sign. 
Most of the higher-level software tools attach importance to 
15-minute averages, since this time interval forms the variable 
electricity price billing for the industrial tariffs. In summary, 
there are no major requirements for dynamics and accuracy. 
What is important here are prepared protocols for display 
operations for human-machine interfaces (HMI). [20, 21] 

B. Energy management 

According to [22] the primary control takes over the 
internal control of the power electronic converters in the micro 
grid. The secondary level ensures overall power quality, for 
instance. Measuring components in the primary as well as the 
secondary controls are usually very quickly and directly 
connected to the power electronics and are integrated directly 
into the control loop in analogue form without communication 
interfaces. Lastly, there is the tertiary control, which has the 
task of optimal operation in terms of power flow control and 
energy efficiency and is referred to as energy management in 
this context. An advanced energy management system 
requires coarse power data, of the consumers/prosumers, 
generators and storage units present in the network, in 
bidirectional form. The data from distributed sensor networks 
for recording the voltages and current flows in these instances 
make the energy flows transparent. In the optimal case, the 
measurement data of the individual sensors are cleverly linked 
to the production processes, considering the entire network 
structure. Typical interfaces here are manufacturer-specific 
interfaces. Devices in the field largely use analogue current or 
voltage standard signals (e.g. 4-20 mA or -10 V till 10 V for 
bipolar measurement) as well as higher interfaces such as 
Profinet or Modbus (RTU as well as TCP) for energy data 
acquisition. The energy flow influencing components usually 
communicate by Profinet, Power Electronic Protocol (PEP) or 
Control Area Network (CAN) bus. Interfaces such as Message 
Queuing Telemetry Transport (MQTT) and Object Linking 
and Embedding Process Control Unified Architecture (OPC 
UA) make sense across domains. [23–25] 

If the main aim is to optimize self-consumption on the DC 
grid side, research sees the characteristic curve-based control 
method (droop control) as a possible solution. In this control 
strategies, the DC grid voltage encodes the information for the 

operating mode of the Active Infeed Module (AIM) and the 
storage units in specified voltage bands. The converters act as 
voltage controlled current source [26]. In theory, only the 
variable grid voltage forms the communication interface for 
the tertiary control. Even if the energy flow control, which is 
not yet very widespread in practice, is realized with 
parameterizable droop characteristics, the flexible reaction to 
specific events (e.g., flexible electricity prices) is more 
difficult, which is why converter-integrated measurements or 
external devices must be used. Here, it is important to consider 
the compatibility of communicated values, while accuracy 
plays a minor role. Dynamics and reaction speed are only 
essential for grid-stabilizing functions, such as counteracting 
rapid load peaks. Fig. 3 summarizes all of the components for 
a holistic energy management system. 

 

Fig. 3. Combination of measurement system, external information and grid 
knowledge to achieve a holistic energy management 

C. Electrical protection measurements during operation 

Ensuring the safety of individuals and objects is crucial 
when it comes to electrical installations. Within the field of 
standardization, there are three important aspects that need to 
be considered when developing a protection plan: basic 
protection, fault protection, and extended protection. These 
concepts encompass various aspects such as safeguarding 
against electric shocks, protecting equipment and 
transmission units from excessive currents, and reducing the 
risk of fire caused by insulation faults. Basically, a grid can be 
opened isolated (DC-IT) or earthed (DC-TN), which requires 
different components for the protection concept. While 
overcurrent (overload and short-circuit) are usually covered 
by equipment-internal measurements and fuses or the latest 
solid-state circuit breakers, the DC-TN network cannot 
provide extended protection in case of earth and body faults 
[27]. For this reason, research facilities use isolated networks 
with galvanic isolation between the outer conductors and the 
earth potential. In order to guarantee the highest possible 
availability, insulation monitoring systems are used here, 
which identify and report faults within a determined time and, 
if necessary, lead to a shutdown in the second fault case via 
direct switching device coupling. The requirement here is 
reliability and high accuracy in the resistance measurement of 
the insulation monitoring device (IMD). The highest possible 
availability (selectivity) is actually provided by residual 
current measurements of individual network branches, which 
are usually coupled with the IMD to call for fault isolation. 
Accuracy and reliability are the most important requirements 
here. In addition, only non-contact residual current measuring 
devices have been used so far. [28–30] 

D. Special case of fault arc detection  

In the case of hazards with direct current networks, fault 
identification is of great importance, which sometimes 
requires high sampling frequencies. Due to the absence of the 
periodic zero-crossing of a DC signal, serial fault arcs are a 
source of faults that are represented in the time and frequency 
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domain. In [31], serial arcs have been identified in a bipolar 
380 V DC network faults with a fundamental frequency of 
2.5 - 4 kHz at a sampling rate of 200 kHz. At the same 
installation, the sampling rate of 200 kHz was sufficient to 
show the dynamic process as a function of time [31]. The 
course of a 24 V / 250 W power supply output could be 
successfully recorded with 5 MS/s and a 0.1 shunt resistor 
including probe, whereby a rate of 200 kHz, which can be 
achieved with inexpensive microcontrollers, is also sufficient 
[32]. Above frequencies of 1 MHz, the distinction between 
noise and errors is hardly possible due to the attenuation [33]. 
For a Δ- and a ΔΔ-analysis of the current signal, 10 kHz were 
already sufficient in [34]. In an approach with six modulated 
wideband converter inputs with operating frequencies of 
50 kHz, it was possible to detect characteristics of arcs in 
photovoltaic systems up to 800 kHz [35]. In numerous 
publications, a sampling frequency of 200 kHz is already 
considered sufficient for a described DC measurement setup 
in order to map the signal form sufficiently accurately and to 
perform a frequency range analysis [31, 32, 36–40]. The 
examples shown demonstrate the high relevance of the 
sampling rate. A fast-response and device-integrated 
evaluation of the raw data with direct coupling to a switching 
device makes sense. Evaluation functions are based, for 
example, on pattern matching, Fourier spectrum analysis or 
correlation functions. In this domain measurement devices 
acts as intelligent edge-devices.  

E. Billing of electric work/allocable generation 

metering/supply to third parties/taxable metering 

Particularly when measuring electrical work, there is often 
a special obligation to provide evidence. This is usually the 
case when electrical work is traded and in some cases the tax 
perspective must also be considered. In an industrial DC 
network, this can be the following applications:  

• Decentralized energy generation, e.g. from renewable 
energies, as well as the charging and discharging of 
storage facilities into the grid; compliance with 
technical connection conditions and technical 
connection guidelines for generation plants, as well as 
compliance with metering concepts of the utility grid 
operators. 

• Supply of electrical power to third parties, for example 
in the connection of uni- or bidirectional charging 
points for electromobility 

• Co-supply of rented areas through self-generated 
energy 

Depending on the country, there are different 
specifications and requirements for conformity. Germany 
specifies the verification of legal metrology conformity. For 
certain applications, the European MID conformity is also 
sufficient. Table I provides an overview of a selection of 
applicable national and international specifications. 

While there are different specifications regarding the 
connection conditions and conformity, the following 
requirements can be found in all directives. From a technical 
point of view, these are, in particular, a high measuring 
accuracy, a special calibration and testing process as well as 
marking and sealing to ensure that the meter is tamper-proof. 
Increased controllability of generation plants by utility grid 
operators, which is often a core feature of DC grids, as well as 
flexible electricity price tariffs require new communication 

interfaces via smart meter gateways via country-specific 
regulations. As DC grid interconnection of billable services 
tends to be the special case, individual meters are often 
difficult to find. 

TABLE II.  CONFORMITY REGULATIONS OF ELECTRICAL METERING 

Country/Region Metrological Conformity regulation 

Germany Measurement and Calibration Law (Mess- und 
Eichgesetz, MessEG) and Calibration Ordinance 
(Eichordnung) 

United States The National Institute of Standards and 
Technology (NIST) and the National Conference 
on Weights and Measures (NCWM) establish 
standards for electrical energy meters 

European Union Directive 2004/22/EC (Measuring Instruments 
Directive, MID) applies to electrical energy 
meters and harmonizes requirements across the 
EU 

United Kingdom UK Weights and Measures Act 1985 and UK 
Weights and Measures Regulations 1987 regulate 
the metrological conformity of electricity meters 

Canada Measurement Canada enforces the Electricity and 
Gas Inspection Act and the Electricity and Gas 
Inspection Regulations to regulate and inspect 
electricity meters 

Australia The National Measurement Institute (NMI) 
establishes requirements for the metrological 
conformity of electrical energy meters 

 

F. Summary of Use-Case specific device requirements 

A wide variety of applications can be realized with the 
approach of regeneratively fed direct current grids. 
Accordingly, there are also a large number of use cases and, 
as a result, the use of a wide variety of measuring devices, each 
with its own requirements. Due to the individuality, this 
multitude cannot be represented in a single publication. Only 
the most necessary and relevant use cases with their 
requirements from the perspective of the network planner, 
operator and component developer are presented. To 
conclude, Table II summarizes the outcomes from 
Chapters III A.-E.  

TABLE III.  MAIN OUTCOMES OF USE CASE ANALYSIS 

Use Cases Most important requirements 

Energy monitoring Interfaces up to HMI preparation, 
bidirectionality, storage ability 

Energy management Interfaces to central controllers (e.g. PLC) or 
directly to charge controllers, e.g. of battery 
storage units, bidirectionality, dynamics and 
reaction speed for grid-stabilizing functionalities 

Electrical protection Fail-safe, perfect coordination of all units with 
each other, coupling with switching and 
signaling organs, fast response time 

Arc fault detection High dynamics, fast information processing, 
direct coupling with switching organs 

Electric work 
billing, electric work 
metering 

Conformity to national calibration law,  
non-manipulability, high accuracy 

IV. MEASUREMENT EQUIPMENT SELECTION PROCEDURE 

In order to select the suitable measurement equipment or 
sensors, a systematic selection procedure is required. Fig. 4 
shows the selection procedure which is derived from the 
results of [41], which are based on the procedure from [42] 
who extended the initial approach from [43]. Starting with the 
first step, existing approaches can be applied in order to 
determine the purpose of the use case and the required data or 



data bundles necessary for the specific purpose of the use case. 
Furthermore, the use cases described in chapter III can be seen 
as a starting point and be combined with the approach from 
[44]. The second step focuses on the requirements of the use 
cases, and takes the most important requirements of the use 
case (see Table II) into consideration. Therefore, a 
requirements list is created, e.g., regarding communication 
protocols and data processing. A set of guiding questions can 
be used for this, comparable to the ones of [45]. These can 
help to determine sensor requirements as presented in Fig. 1. 

 

Fig. 4. Systematic sensor selection procedure (based on [41]) 

Depending on the use case and the required granularity in 
step 3 the corresponding measurement positions can be 
determined according to chapter III. Afterwards the required 
specific measurement values need to be determined (e.g., 
current, power, voltage, etc.) in step 4. Based on this decisions, 
in the fifth step the possible measurement principles and 
sensors (as presented in chapter II) can be selected and in 
accordance to the requirements be chosen. In comparison to 
[42] and [41] the selection phase of the presented systematic 
selection procedure is more focused, because it is adapted to 
the field of low voltage DC grids. For example after the fifth 
step the limitation of possible measurement principles is 
skipped, since chapter II B. already applied these limitations 
and only measurement principles that are DC capable remain. 
It should be noted that the process steps of this selection 
procedure are of an iterative nature and therefore feedback 
loops can be applied respectively. Feedback loop 1 is triggered 
if new requirements or further specification arise during the 
process, comparable to [41], and the requirements list is 
adjusted accordingly. If the selected measurement instruments 
or sensors at step 6 do not fulfill the requirements, the second 
feedback loop is triggered. 

V. CONCLUSION AND OUTLOOK 

Decentralized direct current grids are the great leading 
technology of the energy transition for manufacturing 
companies and the mobility transition [46]. Renewable 
energies can be coupled with low losses and braking energy 
can be used efficiently and reduce the carbon footprint [47], 
[48]. The architecture of the grids is particularly resource-
friendly. While potential and demand are high, there is a lack 
of experience, products and technical regulations to design the 
grids efficiently and to plan and commission them safely [49]. 
Due to the nature of direct current, the choice of physical 
measurement principles is limited. In addition, the uni- or 
bipolar design without phase shifts between currents and 

voltages is different from the conventional three-phase supply 
network. These factors in combination with a lack of 
experience with the new supply architecture lead to a patchy 
product portfolio on the market and a lack of know-how 
among developers, planners, installers and operators. Based 
on relevant use cases of electrical measurement technology in 
the DC grid, specific and general requirements for the 
necessary measurement devices are derived. Finally, a 
six-step selection procedure was presented in this research to 
assist practitioners in the rapid adoption of DC grids. 
Although the choice of measuring equipment is very 
individual for each installation, this scientific publication 
serves as a guide and knowledge base to reduce barriers to 
entry into DC technology and to promote the rapid 
exploitation of the potential of emerging DC grids. 
Furthermore, it provides the foundation for simulation based 
network planning activities in the future or the development 
of additional data-driven use cases in manufacturing. 
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