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With the recent advances in digital technologies, the subtractive manufacturing industry 
is striving for smart machine tools, capable of data-driven self-optimization. As a buil-
ding block, this work proposes an approach for incorporating awareness regarding the 
material and its batch-specific characteristics for process optimization.

The proposed smart manufacturing system utilizes cutting tool images for an initial 
condition assessment. Methods are proposed for the semantic segmentation of the 
defect classes encountered in tool condition monitoring, enabling a detailed analysis 
regarding their presence, location, and size.

Furthermore, novel methods are proposed that support the image annotation process 
and the adaptation of existing training data to new scenes.

During machining, internal control data is used for material batch identification. The 
high-frequency control data is preprocessed, error-compensated, and aggregated 
into features. Using a novelty detection algorithm, unknown batches are identified. 
Subsequently, a classification algorithm is used to classify known batches, whereas a 
clustering approach is used to analyze unknown batches.

In a final step, historic process knowledge is used to compute optimized cutting pa-
rameters, thus enabling batch-adaptive machining. Furthermore, operational routines 
are proposed for the automated incorporation of material batches with novel behavior, 
continuous model improvement, and efficient adaptation to new machining scenarios.
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1 Introduction

Subtractive manufacturing is one of the main manufacturing technologies
used today for the production of various components. Due to this, there is a
constant drive to improve subtractive manufacturing processes, which aim
at improving product quality and productivity, while minimizing costs. To
achieve this, tool degradation needs to be minimized while maximizing the
material removal rate ȋMRRȌ. Thus, the optimization of cutting parameters
and therefore the prediction of tool life is crucial.

One prevailing challenge is the strong dependency of the manufacturing
process on the workpiece material, specifically its machinability. Thus, when
dealing with multiple materials of different machinability, flexible solutions
are needed that can adapt the cutting process to each individual material.
This can be seen for the machining of multi-material workpieces, where
optimized machining can only be carried out when adapting the cutting
parameters regarding the respective material being machined ȑ͝Ȓ. With the
recent advances in additivemanufacturing of combiningmultiplematerials in
the building process of metal parts, the task of post-processing thesewith sub-
tractive manufacturing processes will be of great interest. A similar challenge
is posed when machining materials with strong batch-specific characteristics.
In such cases, thematerial propertiesmight vary significantly among material
batches ȑ͞, ͟Ȓ. This can lead to the real behavior of a specific material batch
not matching the expected, batch-agnostic, material behavior ȑ͠Ȓ as well
as parts manufactured from different batches showing different behavior in
their material properties ȑ͡Ȓ and intended use ȑ͢Ȓ. Even small deviations,
such as a change in chemical composition within the nominal specifications,
can significantly impact the consecutive manufacturing process ȑͣ, ͤȒ. Thus,
batch-specific process adaptation and parameter optimization is needed for
the efficient production of high-quality parts ȑͤȒ.

While adapted machining is needed for both multi-material parts and differ-
ently behaving material batches, the characteristics of each situation differ.
When machining multi-material workpieces, the number of different materi-
als, their behavior, and their design are generally known. However, based on
the impacts of the fabrication procedure ȑͥȒ or due to geometrical complex-
ity ȑ͜͝Ȓ, the exact material transition point might be unknown. Contrarily,
for material batch-related machinability deviations, neither the number of
unique behavior patterns nor their explicit behavior is known. Furthermore,
while for multi-material parameter optimization, the scope of the problem
is fixed during operation, this is not the case when dealing with material
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batches, as new batches with novel characteristics and behavior might be
encountered during operation.

Besides, with the recent trend of Industry ͠.͜ and the progress in information
technology, advanced data analytics through means such as machine learn-
ing ȋMLȌ become a promising tool for optimizing machining processes ȑ͝͝Ȓ.
This manifests in the emerging research field of smart machining, which is
searching for procedures to adapt machining processes based on acquired
data to achieve a given objective. These objectives include purposes such as
machine health monitoring ȑ͝͞Ȓ, predictive maintenance, process parameter
optimization, and improvement of product quality. ȑ͟͝Ȓ

Goal

Thus, the goal of this research is to leverage the potential of advanced data
analytics to derive a smart manufacturing system, capable of identifying the
machinability behavior of the currently machined material. Subsequently,
corrective actions on how to optimize the process in regard to the detected
machinability should be suggested. Thereby, the decision-making process of
the operator can be supported and improved. Furthermore, as the number
of batches are not known prior to operation, the system must detect such
situations and interpolate information from the existing material batches.
Throughout operation, ground-truth data should be gathered automatically
to characterize novel batches and integrate them in the system, so that they
will be correctly optimized for subsequent runs. Furthermore, the huge
variety of cutting operations needs to be considered, requiring the solution
to be flexible enough for easy adaptability to new environments. To enable a
broad adoption of the derived solution, requirements regarding additional
hardware for sensing and computation should be kept to a minimum while
utilizing existing platforms.

Such a concept builds a fundamental building block of the factory of the
future, asmachine tools aremade aware about the context they areworking in.
By acquiring detailed information about the machinability of the respective
to-be-machined material, optimized cutting parameters are found, and by
evaluating the cutting process after completion, ground-truth data for self-
improvement is gathered. Thereby, the autonomy of machine tools is further
increased.

Approach

To achieve this goal, the characterization of material batches should only
be carried out once for novel material batches. Material batches behaving
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similar to ones machined in the past, however, should be machined with the
optimized parameters found while characterizing the respectivemost-similar
historic material batch, thereby eliminating redundant material character-
ization. To enable automated material characterization, TCM systems are
deployed. Through TCM, the condition of the cutting tool can be determined
for given situations. Thus, it is possible to generate ground-truth data about
the tool degradation and thus the tool lifetime, which is used to characterize
novel materials.

Furthermore, a data-driven approach is realized, using the process data that
can be acquired through the machine tool’s numeric control ȋNCȌ, to identify
the currently beingmachinedmaterial as either novel or as anyof thematerial
batches encountered in the past. For the second case, existing information
regarding process optimization should be stored and adapted to the current
machining situation, thus allowing the recommendationof optimized cutting
parameters. Due to the high variety of different machine tool types, the NC is
the common denominator among these and is used as primary data supplier.
As the NC does not offer enough computational power for the execution of
advanced algorithms, edge devices and cloud computing will be utilized. To
convey the computed information to technical systems as well as human
users, technical interfaces and graphical user interfaces are needed.

Requirements for an Automated Process Optimization Regarding
Material Batches

Based on the situation presented above, these general requirements for such
a smart manufacturing system can be derived:

R1 Subtractive manufacturing processes should be optimized regarding
deviations in machinability among material batches.

R2 Novel material batches must be detected as such, whereas known ones
should be identified correctly.

R3 The number of material batches is not known prior to operation and
can continuously increase throughout operation.

R4 Even without ground truth data for the machinability of a material
batch, a limited process optimization should at least be possible.

R5 Novel materials should be characterized and integrated automatically.
R6 Throughout operation, the models should improve continuously.

A tool conditionmonitoring systemwill be integrated in the proposed system
to assess the tool condition and to enable automated characterization of
novel materials. As such a system is sophisticated on its own, further specific
requirements are defined:
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Rͣ Different types of wear defects should be detected and differentiated.
Rͤ The adaptation of the method to new environments needs to be effec-

tive.

Toenable theproposed solution to beapplied in industrial settings, it needs to
be compatiblewith common shop floor scenarios. Thus, certain requirements
arederived for the implementation and operation of the smartmanufacturing
system:

Rͥ The modules of the approach should be able to run individually.
R10 The system should be integrated effectively into modern machine tools.

Structure of the Thesis

Based on the approach and the defined requirements, the structure of this
thesis, see Figure ͝, is derived. In Chapter ͞ the fundamentals of and the
state of the art for the defined requirements are introduced, enabling the
derivation of suitable methods from related approaches. Furthermore, re-
search gaps are identified as research needs. Based on these research needs,
concepts and methods are proposed in the following three main chapters.
Chapter ͟ investigates the topic of effective image segmentation, Chapter ͠
details the research regarding material batch identification, and Chapter ͡
adds process optimization while also combining all individual subtopics into
an overarching smart manufacturing system and detailing the prototypical
implementation. Using the implemented system, a validation of the pro-
posed methods is carried out onmultiple scenarios in Chapter ͢. The thesis is
concluded in Chapter ͣ with a summary of the conducted research activities
and an outline of future research activities.

Chapter ͝: Introduction

Chapter ͞: Derivation of the Need for Research in Material Batch-specific Process Optimization

Chapter ͣ: Summary and Outlook

Chapter ͢: Validation

Chapter ͟:
Image Segmentation for
Low Volume and Highly

Diverse Datasets

Chapter ͠:
In Situ Identification
of Material Batches

Chapter ͡:
Smart Manufacturing System for
Process Optimization Regarding

Deviations among Material Batches

Chapter ͟:
Image Segmentation for
Low Volume and Highly

Diverse Datasets

Chapter ͠:
In Situ Identification
of Material Batches

Chapter ͡:
Smart Manufacturing System for
Process Optimization Regarding

Deviations among Material Batches

Chapter ͟:
Image Segmentation for
Low Volume and Highly

Diverse Datasets

Chapter ͠:
In Situ Identification
of Material Batches

Chapter ͡:
Smart Manufacturing System for
Process Optimization Regarding

Deviations among Material Batches

Figure ͝: The thesis is structured in three main chapters to derive a smart manufacturing
system for batch-specific process optimization.
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2 Derivation of the Need for Research in
Material Batch-specific Process
Optimization

In order to derive a smart manufacturing system for process optimization
regarding the deviations among material batches, it is important to under-
stand the underlying processes. Thus, in Section ͞.͝ the fundamentals of
steel manufacturing and machining are introduced. Here, the importance of
material machinability on the cutting process is shown. Consecutively, the
concept of machinability is detailed and it is shown how there is variation
not only between materials, but also between material batches.

After discussing the reason for machinability deviations among material
batches, approaches for handling these deviations are reflected in Section ͞.͞.
Subsequently, methods for the direct assessment of machinability as well as
the identification and differentiation among different categories of materials
are introduced and summarized.

The analysis of related material identification approaches highlights the im-
portance of data-driven approaches and ML analysis. Thus, in Section ͞.͟
the concept of smart machine tools is analyzed in regard to their general
architectures, sensing capabilities, and service distribution. Here, the con-
cept of TCM in particular is reviewed as such systems seem promising for
automated material characterization. Furthermore, the fundamentals and
recent advances in the field of ML are introduced in Section ͞.͠. Finally, the
relevant state of the art found is compared to the requirements to derive
solution approaches and define research needs ȋSection ͞.͡Ȍ.

Some aspects of this chapter were already discussed in student works su-
pervised by the author ȑS͝ȂS͢Ȓ. Furthermore, central findings were made
available to the scientific community in ȑP͝Ȓ.

2.1 Machinability Deviations among Material Batches
In this section, the fabrication procedure from iron ore to finished part is
introduced ȋSection ͞.͝.͝Ȍ. Furthermore, the fundamentals of machining are
touched briefly in Section ͞.͝.͞ and the concept of machinability is detailed
in Section ͞.͝.͟. Thereby, the relation between deviations in the fabrication
procedure and differences in machinability among material batches can be
drawn ȋsee Section ͞.͝.͠Ȍ.
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2.1.1 Steel Fabrication Fundamentals

The first step in the steel manufacturing procedure is a primary forming
process ȑ͝͠Ȓ. In general, three process alternatives can be differentiated ȋsee
Figure ͞Ȍ. In the first alternative, casting to semiǦfinished parts, technolo-
gies such as ingot casting and continuous casting are used to produce steel,
which is consecutively fabricated using metalworking technologies to adjust
shape and material properties, such as rolling and forging, before a subse-
quent machining process to produce the desired shape takes place. In the
second alternative, near net shape casting, and third alternative, powder metǦ
allurgy, parts are produced close to their desired shape which can directly
be post-processed in a machining step. ȑ͝͠Ȓ When comparing the popularity
of each alternative, continuous casting is most ubiquitous with ͤ͡τ of steel
worldwide being produced with this methodology ȑ͝͡Ȓ. Furthermore, heat
treatment steps are used to adjust material properties.

Casting to semi-
finished parts

Near net shape
casting

Primary forming Metalworking

Rolling,
forging

Cutting

Machining

Machining ... Finished
part

Raw
material

Powder metallurgy Machining

Figure ͞: Simplified and generalized alternatives for manufacturing procedures, adapted from
ȑ͝͠Ȓ.

Forming

Steel is produced from iron ore in combination with coke and other supple-
ments, which are melted and processed in blast furnaces, thereby producing
pig iron ȑ͝͡Ȓ. To convert pig iron into steel, the carbon content needs to be
reduced, unwanted elements need to be removed, and the desired alloying
elements need to be adjusted as required by the specific steel grade ȑ͢͝Ȓ.
The most common smelting process is the usage of blast furnaces, which
can be seen in Figure ͟ ȑ͢͝Ȓ. The smelting process requires three material
groups: ȑͣ͝Ȓ.

Ȉ iron ore
Ȉ fuel and reductants, such as coke
Ȉ slag former, such as limestone
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Figure ͟: Simplified procedure of the blast furnace route, adapted from ȑ͝͡, ͢͝Ȓ.

The blast furnace uses hot air inserted at the bottom which moves to the top,
thereby reacting with the materials and becoming furnace gas. Contrarily,
the ore is reacting and undergoes reduction while making its way from the
top to the bottom of the furnace. ȑͣ͝Ȓ Thus, the required iron ore needs to be
pre-manufactured to pellets, as all products need to be fragmented to allow
for gas flow through the furnace.

Indirect reduction with carbon monoxide ȋsee Equations ͝, ͞, and ͟Ȍ and
direct reduction with carbon ȋsee Equation ͠Ȍ take place at temperatures
between ͜͜͠ϓC and ͤ͜͜ϓC, and between ͤ͜͜ϓC and ͜͜͝͞ϓC, respectively ȑ͝͡Ȓ.

Fe3O4 + CO → 3FeO+ CO2 ȋ͝Ȍ

FeO+ CO → Fe+ CO2 ȋ͞Ȍ

Fe3O4 + 4CO → 3Fe+ 4CO2 ȋ͟Ȍ

Fe2O3 + 3C → 2Fe+ 3CO ȋ͠Ȍ

The pig iron produced by the blast furnace is now processed to produce steel
at the desired material grades. The consecutive processes can be divided
in primary metallurgy and secondary metallurgy. Primary metallurgy takes
place in the converter with the goal of carbon-content reduction, removal of
unwanted elements, and adjustment of the desired alloy composition. ȑͣ͝Ȓ
To remove unwanted elements, the process of indirect oxidation is used ȑ͝͡Ȓ.
Secondary metallurgy includes methods such as vacuum metallurgy and
remelting processes with the goal of homogenization and further adjustment
of alloy composition ȑ͝͡Ȓ.
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Heat Treatment

The primary microstructure of the material develops after the initial so-
lidification of the melt, while the secondary microstructure is defined by
the subsequent post-processing procedures, such as shaping and heat treat-
ment ȑ͢͝Ȓ. Through heat treatment, the microstructure can be adjusted ȑ͢͝Ȓ,
and the material properties optimally fine-tuned ȑ͝͡Ȓ. Heat treatments typ-
ically consist of three phases: An initial heating, a holding period, and a
cooling phase ȑ͢͝Ȓ. There are several heat treatment techniques including
hardening, tempering, annealing, and normalizing ȑͤ͝Ȓ.

In a typical hardening process, metal is initially austenized by heating and
holding at a certain temperature and a consecutive quenching process for
rapid cooling to avoid the formation of pearlite microstructures ȑ͢͝Ȓ. Thereby,
the hardness and strength, but also the brittleness of the material are in-
creased. To reduce the brittleness, which limits a steel’s usability, tempering
is used. In tempering, the material is heated at lower temperatures than
during hardening, allowing the relief of internal stresses. Annealing methods
are used similarly to improve a material’s ductility, microstructure refine-
ment, and a relief of internal stresses. To achieve this, the material is cooled
down at an extremely slow rate after being heated to a desired temperature.
Annealing allows for both the improvement of the material’s machinability
and the reduction of undesired effects of previous manufacturing steps ȑ͢͝Ȓ.
While normalizing also involves the relief of internal stresses, normalized
steels are typically harder and stronger compared to annealed steels. In this
type of heat treatment, the material is heated to a temperature higher than
the other alternatives, held until it is heated throughout, and finally cooled
down in air. ȑͤ͝Ȓ

Metalworking

Throughmetalworkingoperations, the shape, surface, andmaterial properties
of metallic workpieces can be adjusted. The main criteria for shape change
is plastic deformation, which happens if the shear stress exceeds the yield
strength of the material. Based on the temperature, the two metalworking
types cold working and hot working can be differentiated. ȑͥ͝ȒIn cold working,
theambient temperature is below thematerial’s recrystallization temperature,
leading to an increased dislocation density and therefore hardening, also
knownaswork hardening ȑ͢͝, ͥ͝Ȓ. In hotworking, the temperature is set above
the material’s recrystallization temperature, which allows the adjustment of
grain size through working at a certain temperature and subsequent cooling.
ȑ͢͝Ȓ
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Metalworking processes are defined by a variety of factors such as workpiece,
tool, lubricant, temperature, and many more, which influence the change
in material properties throughout and after the metalworking process ȑͥ͝Ȓ.
Typical processes encountered are rolling and forging. In rolling, hot rolling
operations are generally carried out first to allow for increased shape change
at lower forces, with an optional subsequent cold rolling processes to further
adjust the desired material properties ȑͥ͝Ȓ.

2.1.2 Machining Fundamentals

The group of cutting technologies combines methods for the shape change of
solid bodies by reducing local cohesion ȑ͜͞Ȓ. Machining, DIN ͤͤͥ͡, is one of
the main technologies used for metal cutting, which aggregates the specific
technologies turning, milling, and drilling among others. In machining, the
product is shaped by a mechanical metal removal process of a cutting tool,
removing material layers as chips by a cutting motion ȑ͞͝Ȓ. The cutting tools
are well-defined regarding the number of cutting edges, their shape, and
their positions ȑ͜͞Ȓ. Machining processes can be defined clearly by their
cutting parameters, technological-physical parameters, and chip-related
parameters ȑ͞͞Ȓ. For example, the three cutting parameters found for turning
operations are: cutting speed ȋຣᑾȌ, feed rate ȋດȌ, cutting depth ȋຏᒋȌ.

Shape change is realized by a relative movement between the tool and the
workpiece ȑ͟͞Ȓ. Chip formation is caused by advancing a cutting wedge
through the material causing an initial elastic deformation. With sufficient
force being exerted by the cutting tool, the material’s yield strength is ex-
ceeded, causing plastic deformation, which leads to fracture and material
separation due to shear forces. ȑ͞͝, ͟͞, ͞͠Ȓ On a microscopic level, five differ-
ent zones of material deformation can be differentiated ȋsee Figure ͠Ȍ. In
the primary shear zone ȋ 1�Ȍ, chip formation occurs due to shearing. In the
secondary shear zones at the rake face ȋ 2�, 4�Ȍ, the friction forces between
tool andworkpiece cause plastic deformationof these areas. At the stagnation
zone ȋ 3�Ȍ, the deformation and separation of thematerial takes place. Finally,
the preliminary deformation zone ȋ 5�Ȍ is defined by chip formation-induced
stresses, leading to elastic and plastic deformation. ȑ͜͞Ȓ

As the material is resisting the tool’s intrusion, force needs to be exerted to
enable machining. These observable forces are typically used to describe
the machining process. The different types of cutting forces can be seen in
Figure ͡ exemplarily for the longitudinal cutting operation. The cutting force
ȋ๺ᑾȌ is applied tangentially against the direction of the cutting motion, the
passive force ȋ๺ᒋȌ perpendicular to the cutting force, and the feed force ȋ๺ᒁȌ
against the feed direction. The cutting force and the feed force are aggregated
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Figure ͠: In the chip formation process in machining, different material deformation zones
are found, adapted from ȑ͞͝, ͞͡Ȓ.

as active force ȋ๺ᑼȌ while all forces are summarized as machining force ȋ๺ᒕȌ
ȋsee Equation ͡Ȍ. ȑ͜͞Ȓ

๺ᒕ = ๺ᑼ + ๺ᒋ = ๺ᑾ + ๺ᒁ + ๺ᒋ ȋ͡Ȍ

ᒑ𝑐

ᒁ

Rotation

𝐹ᖍ

𝐹𝑎

𝐹ᕹ

𝐹𝑐

𝐹ᖃ

Figure ͡: The machining force 𝐹ᖍ can be decomposed into the force components 𝐹𝑐, 𝐹ᕹ, and 𝐹ᖃ
for turning operations, adapted from ȑ͢͞Ȓ.

The cutting force is used to overcome the resistance of the workpiece against
the rotation and is thus typically the highest of all forces, accounting for over
ͥͤτ of the total power consumption. Similarly, the feed force is the resistance
against the feed direction, with magnitudes typically at ͜͡τ of the cutting
force. The passive force does not contribute to the material removal process
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as there is no velocity in the radial direction, but is important for dimension
accuracy ȑ͜͞Ȓ. ȑ͞͝Ȓ

The expected cutting forces are directly related to the cutting parameters
and follow characteristic non-linear relations ȑ͞͞Ȃ͞͠Ȓ. However, the cutting
forces and the machining process itself is not only influenced by the cutting
parameters, but also by the workpiece material ȑ͞͠Ȓ. This material impact is
described by the concept of machinability.

2.1.3 Machinability

The machinability of a material is a measure of its ability to be machined.
Typically, a high machinability is desired, which allows for higher cutting
speeds and reduced tool wear, thus increasing productivity while reducing
costs ȑͣ͞Ȓ. Machining steels are known for rather high machinability, while
tool steels and heatǦresistant steels show low machinability. Machinability is
typically expressed in relation to a reference material ȑͤ͞Ȓ.

Based on SCHNEIDER, the machinability of a given material is influenced
by the condition of the work material as well as its physical properties. The
factors determining the condition of the work material are the chemical
composition, the microstructure, the grain size, the heat treatment, the fabriǦ
cation process, the hardness, the yield strength, and the tensile strength. ȑͤ͞Ȓ
These can be further grouped into the groups basic material properties, refineǦ
ment and specialization, and mechanical properties ȑS͝Ȓ. The basic material
properties define the boundary conditions for the properties of the respective
material. The second group summarizes the methods that are used to create
and modify the basic material properties, while the third group describes
the mechanical properties resulting from the combination of basic material
properties.

The chemical composition is a central aspect for a material’s machinability.
Based on the chemical composition of steels, certain generalizations can
be made in regard to its machinability. However, as the nature of element
interaction is complex, effects might be unclear. In general, it can be said that
elements such as phosphor ȋϏ͜.͝ wt.τȌ, chromium, molybdenum, tungsten,
nickel, silicon, titanium, and vanadium decrease machinability, while the
elements phosphor ȋώ͜.͝ wt.τȌ, manganese, sulfur, lead and suited deoxi-
dants result in increased machinability. These impacts are made either due
to a change in microstructure such as the formation of abrasive or lubricative
inclusions ȑ͢͞Ȓ. As an example, sulfur forms soft inclusions with manganese
which breaks chips during machining ȑ͢͝Ȓ. Furthermore, non-metallic inclu-
sions can reduce the shear strength in the cutting area, cause a lubrication
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effect, or form a protective layer on the cutting tool ȑͥ͞Ȓ, and thereby improve
machinability ȑ͟͜Ȃ͟͞Ȓ. ȑͤ͞Ȓ

The microstructure is determined by the chemical composition, including
the carbon-content, and the mechanical and thermal processing. Ferrite
typically leads to adhesion, and thus the formation of built-up-edge ȋBUEȌ on
the cutting tool. Cementite has a high hardness and brittleness, rendering it
essentially not machinable. Perlite also has increased hardness and reduced
forming abilities, and thus strong abrasive wear of the cutting tool, high
cutting forces but also beneficial chip forms and increased surface finish.
Austenite shows high formability, toughness and low heat conductivity, thus
resulting in an increased adhesion, work hardening and high temperature
wear at the tool’s cutting edge. Martensite exhibits low machinability, high
abrasive wear of the cutting tools and high mechanical and thermal load
due to its high hardness and brittle behavior is expected. Finally, for bainite
similar behavior tomartensite or pearlite can be expected based on the tem-
perature. ȑS͝Ȓ Based on the direct impact of the material microstructure on
the material’s machinability, simulation models are proposed to predict the
machinability for different states of C͢͜ steel ȑ͟͟Ȓ.

The grain size is significantly influenced by the number of nucleii and the
cooling rate ȑ͢͝Ȓ. Small grains lead to an increased strength, ductility, and
toughness, as grain boundaries hinder dislocation movements ȑ͟͠Ȓ. Thus,
the machinability increases with larger grains.

The fabrication procedure significantly impacts microstructure, grain size,
and grain orientation, and therefore hardness, ductility, and strength of the
material. Typical fabrication procedures include: hot rolling, cold rolling,
forging, and casting. ȑͤ͞Ȓ

Heat treatments enable the adjustment of mechanical properties before and
after the fabrication procedure. Through heat treatments, hardness, strength,
and grain size can be adapted. ȑͤ͞Ȓ While diffusion annealing reduces local
variations of the chemical composition, coarse-grain annealing leads to a
microstructure of large grains, which exhibit good machinability. Normal-
izing aims at reaching a continuous, small-grain-sized microstructure with
worse machinabilities than coarse-grain or soft annealing. Hardening leads
to a diffusionless phase transformation of austenite resulting in a martensitic
or bainitic microstructure. Tempering, however, increases ductility, thus
increasing machinability. ȑS͝Ȓ

The hardness of a material depends both on the chemical composition and
the microstructure of a material. With increased hardness, tool degradation
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due to abrasion increases and machinability reduces. The yield strength
and tensile strength behave similarly ȑͤ͞Ȓ. ȑS͝Ȓ

2.1.4 Deviations among Material Batches

Industrial materials are specified by standards, such as the DIN EN ͣ͜͜͝͞,
UNS, ASME, and BSi specification standards. Based on the respectivematerial
grade, the nominal specifications can be found. However, due to fluctuations
in the manufacturing process, materials can vary within their nominal spec-
ification or the tolerance limits provided by their supplier ȑ͢Ȓ, resulting in
differently behaving material batches. ȑ͡Ȓ Furthermore, the actual material
properties can deviate from those acquired from samples, which are typi-
cally used to validate the compliance to the specification, as samples have
simple geometries, a simple stress distribution, a homogeneous nature and
are tested under laboratory conditions ȑ͢͝Ȓ. Thus, machinability variations
among material batches can be mostly related to fluctuations in chemical
composition, heat treatment and the resulting microstructure including the
grain size.

In Figure ͢, the measured chemical compositions of samples from different
batches of the same material grade are shown for data acquired in this study
ȋFigure ͢ - aȌ and published data in ȑͣ͞Ȓ ȋFigure ͢ - bȌ. While the measured
values are close to the specified values, a spread in element composition
can be observed. In their study, BREZOCNIK ET AL. acquire a dataset of ͢͝͠
material batches for ͤ͝ different steel grades with measured chemical com-
positions and respective machinability. It can be seen that slight deviations
in chemical composition among the material batches for a single material
grade impact the respective machinability. ȑͣ͞Ȓ Furthermore, ȑ͟͡Ȓ show that
the machinability of the nickel alloy Inconel ͣͤ͝ can be improved by adapt-
ing the aluminum percentage within its nominal specification. In regard to
non-metallic inclusions, JEON ET AL. investigate three material batches with
varying amounts of sulfur contents. It can be seen that the machinability
depends significantly on the amount of non-metallic inclusions. ȑ͟͢Ȓ

Heat treatment is especially important fordeviations amongmaterial batches,
as deviating heat treatments can lead to different machinability. Also, treat-
ment types such as case-hardening and nitriding lead to a change in mi-
crostructure and chemical compositions only at certain positions of the
workpiece ȑͤ͞Ȓ, thus inducing different behavior among material zones. A
similar effect can be seen for water quenching, as the microstructure might
be different from the outer surface to the material core due to different cool-
ing rates ȑͣ͟Ȓ. In ȑͤ͟Ȓ, reduced machinability of SAE͜͜͝͡ steel samples was
observed when applying the heat treatments annealing and normalizing.
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Figure ͢: The chemical compositions vary among samples of the same material grade for data
investigated in this study aȌ as well as for publicly available datasets ȑͣ͞Ȓ bȌ.

Different microstructures among material batches are formed by different
cooling rates after hot rolling ȑ͟͟Ȓ. It has been found that the sample with
a higher percentage of ferrite and larger grains exhibits higher machining
forces and reduced tensile strength. Furthermore, ȑͣ͟Ȓ investigate the effect of
several heat treatments after an initial austenitizing and show that only water
quenching leads tomartensiticmicrostructure, while annealing, normalizing,
and oil quenching of the investigated AISI ͜͝͠͡ samples all show a ferrite-
pearlite microstructure. The effect of grain size variations among material
batches on machinability can also be seen in the samples investigated in this
work. While the material batch with rather large grain sizes, see Figure ͣ ȋaȌ,
exhibits high machinability, the material batch with smaller grain sizes, see
Figure ͣ ȋbȌ, has a reducedmachinability in direct comparison. Anothereffect
is that material batches of different purity levels but of the same grade show
different hardening behaviors ȑ͢͝Ȓ. In ȑͥ͟Ȓ it is shown that foragiven hardness,
the material’s microstructure has a significant impact on its machinability.

2.2 Approaches for Handling Machinability Deviations
As shown in Section ͞.͝ fluctuations in the material manufacturing process
lead to deviations in properties among material batches and thus to different
machinability. This prompts the investigationof established practices for han-
dling these deviations ȋSection ͞.͞.͝Ȍ. Furthermore, the different approaches
for assessing a material’s specific machinability are introduced ȋSection ͞.͞.͞Ȍ
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Figure ͣ: The two material batches aȌ and bȌ show differently sized grains.

and the general area of material identification is reviewed ȋSection ͞.͞.͟Ȍ to
draw similarities for material batch identification.

2.2.1 Solutions for Handling Material Deviations

There are several solutions for handling machinability deviations among
material batches. These include:

Ȉ Tighter tolerances
Ȉ Usage of generally applicable cutting parameters
Ȉ Material testing and machinability characterization for every batch
Ȉ Simulation

By tightening the tolerances of the material specifications, the expected
deviations among material batches can be minimized. However, there might
be a technological limit as not all influencing factors causing the deviations
can be controlled to the most accurate level. Furthermore, with tighter
tolerances, thematerial costs increaseas theeffort formaterial manufacturing
rises ȑ͜͠Ȓ, while the amount of suppliers that can deliver their material up to
the specified standard diminishes.

Alternatively, in a naive approach, machinability deviations among material
batches can be ignored, by finding a set of generally applicable cutting
parameters, which work sufficiently well for all machinability variations
of the respective material grade. In this approach little effort has to be put
into material characterization. However, the cutting parameters need to
be selected in a conservative way such that they account for batches with
bad machinability. Therefore, the process is running mostly at non-ideal
conditions.

To enable machining at ideal conditions, the machinability of the to-be-
machined material batch needs to be known. To do this, one can carry out
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material testing and material characterization for every new material
batch to establish optimized machining strategies. Such an approach can be
seen in ȑͤȒ for laser cutting of fivematerial batches of X͡CrNiͤ͝-͜͝, with some
chemical elements deviating up to ͜͠τ from the mean. By finding material-
batch specific cutting parameters, good quality can be reached for all material
batches ȑͤȒ. For the machining of different material grades DENKENA ET AL.
find optimized sets of cutting parameters for each material ȑͥȒ, reducing the
cutting time significantly ȑ͝Ȓ. While this allows for optimized machining, and
thus the lowest machining costs, there are significant testing efforts involved.
For the in-depth analysis of a novel alloy with the goal of finding optimized
machining strategies and cutting tools, over ͟͜͜ cutting experiments were
conducted ȑ͠͝Ȓ. In a typical industrial scenario, fewer experiments are needed.
In a simplified, general manner, the cutting depth is optimized first, followed
by the feed rate and finally the cutting speed. These experiments involve
manual process observation by visual and acoustical means as well as the
assessment of machinability by tool life.

A different alternative is the field of simulation. EVANS states that “batch to
batch variation will contain both a systematic and a random componentǳ ȑ͡Ȓ.
Thus, they investigate the usage of theta methodology for the random compo-
nent ȑ͠͞Ȓ and theWilshire equation for the systematic component ȑ͡Ȓ for their
investigation of creep life. Similarly, in ȑ͠Ȓ a strategy of combining an offline
simulation ȑ͟͠Ȓ with an online adaptation is proposed, which can adapt to
long term changes, such as a change in material behavior throughout time.

In Table ͝ the different approaches are compared qualitatively, based on
impacts on material costs, testing costs, and machining costs. It can be seen
that through tight tolerances and extensive material testing the problem of
material batch deviations can be compensated. However, these approaches
lead to an increase in material costs and testing time. Through means of
simulation, especially long-term effects, such as seasonal trends, might be
modeled and compensated. This method is not suited to represent the
stochastic nature of batch deviations due to manufacturing fluctuations as
there is no known pattern that can be modelled efficiently. Using a fixed
set of parameters for a given material grade, while ignoring material batch
deviations, has normal material costs and low testing costs. However, due to
the more conservative nature of the parameters, the machining costs rise for
differently behaving material batches. Finally, the method of testing every
material batch allows for the determination of the exact machinability and,
thus, low machining costs due to ideal cutting parameters for every material
batch. Even though this enables the most cost-efficient machining during
operation, the associated costs of extensive material testing might outweigh
the benefits.
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Table ͝: The different strategies for handling material batch deviations are compared in regard
to the associated manufacturing costs.

Strategy Material costs Testing costs Machining costs

Tight tolerances high low low

Default parameters medium low high

Testing all low high low

Simulation medium medium medium

2.2.2 Methods forMaterial Characterization

To characterize a material batch, its machinability needs to be determined.
This can either be done by analyzing all influencing factors on the machin-
ability, see Section ͞.͝.͟, or by judging the machinability through an indirect
method.

Monitoring of Influencing Parameters

There are several advances in the monitoring of the machinability’s influenc-
ing factors and the consecutive machinability prediction. Given the chemical
composition of a material, methods such as genetic programming ȑͣ͞Ȓ or
artificial neural networks ȋANNsȌ ȑ͠͠Ȓ are investigated for machinability
prediction. ABOURIDOUANE ET AL. propose the usage of the representative
volume element technique for predicting machinability based on the ma-
terial’s microstructure ȑ͟͟Ȓ. The required microstructure can be measured
using microscopes, however there is a sophisticated sample preparation pro-
cess required, rendering it infeasible for in-process analysis. Similarly to the
microstructure, the grain size can be determined using microscopes prior
to the machining process ȑ͠͡Ȓ. While ML-methods can be used for auto-
mated grain size determination ȑ͢͠Ȓ, the samples still need to be prepared
outside the machining process. In ȑͣ͠Ȓ, both acoustic emissions and cutting
forces are investigated to identify the heat treatment condition, annealed
or tempered, of the work material. Audio signals can also be used to detect
hardness variations during milling ȑͤ͠Ȓ. However, similar hardness does not
necessarily correspond with similar machinability as the remaining factors
might differ.

In summary, it can be said that there are approaches to monitor some of
the factors influencing machinability during machining. However, for the
detailed analysisof mostparameters, time-consuming preprocessing stepsare
needed toacquire thedata needed formachinabilitydetermination. Thus, the
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factors influencing the machinability are not suited for an online monitoring
of a material batch’s machinability.

Machinability Monitoring

Machinability can not be determined directly, but is typically assessed
through one or multiple criteria. These include the tool life, the tool forces
and power consumption, the surface finish, and the chip form ȑͤ͞Ȓ. Advanced
methods integrate multiple factors such as hardness, strength, toughness,
cutting force, thermal conductivity, cutting temperature, tool life and surface
roughness for machinability assessment ȑͥ͠Ȓ.

Tool life refers to the time during which a tool can execute machining opera-
tions at the desired quality ȑ͜͡Ȓ. Materials that are machined without causing
a lot of tool wear are considered to have good machinability ȑͤ͞Ȓ. Among all
machinability assessment alternatives, tool life is the most popular one ȑ͞͠Ȓ.
As a challenge, tool life is very sensitive to other influencing factors, such
as tool material and cutting parameters ȑͤ͞Ȓ. To predict the expected tool
life at specific cutting parameters for a given work material - tool material
combination, tool life models are used. JOHANSSON ET AL. compare the
commonly used Taylor model ȑ͡͞Ȓ, its extended version ȑ͟͡Ȓ, the Coromant
turning model version ͡ model and the Colding equation ȑ͡͠Ȓ for tool life
prediction. While the best performances are achieved using the Colding
equation, the standard Taylor model and its extended versions are especially
feasible for industrial applications due to their limited number of coefficient
parameters ȑ͡͝Ȓ.

The investigation ofmachining forces originates in the understanding of
machinability as the ease of cutting, which “implies that a metal through
which a tool is easily pushed should have a good machinability ratingǳ ȑͤ͞Ȓ.
Among all machining forces, the cutting force is investigated most often.
In general, harder-to-machine materials require higher cutting forces ȑ͞͠Ȓ.
Therefore, cutting forces appear to be suitable as an indirect measure of
machinability ȑ͡͡Ȓ. However, the cutting force does not only depend on the
material’s machinability, but also on other factors such as the condition of
the cutting tool as well as the cutting parameters.

Surface finish is determined by elastic and plastic deformation at the minor
cutting edge. Furthermore, surface roughness is caused by the formation
and detachment of BUE parts on the cutting tool, which are more commonly
observed when machining soft and ductile materials ȑͤ͞Ȓ. Surface roughness
can be measured using technologies such as ultrasonic sound ȑ͢͡Ȓ or angularǦ
speckle correlation ȑͣ͡Ȓ. Using the surface finish as a machinability index is
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only viable for certain cutting conditions and the results might deviate from
those acquired using tool life and machining forces ȑͤ͞Ȓ.

Lastly, machinability can be judged by the chip form ȑͤ͡Ȓ, which impacts
both the machining process and the chip handling ȑ͜͡Ȓ. Thus, materials with
desired chip forms would receive a high machinability rating. As the chip
form needs to be judged manually by the operator, the rating is of a rather
qualitative nature. Applications are found mostly in drilling ȑͤ͞Ȓ and for
limited chip space ȑ͜͡Ȓ. ȑͤ͞Ȓ

In their research, JAWAHIR ET AL. further investigate the different criteria,
establish interrelationships among them, and derive the need for considering
all factors in an integrated machinability approach ȑͥ͡, ͢͜Ȓ. Such a concept is
later introduced as total machining performance consisting of the five factors
surface finish, tool wear rate, dimensional accuracy, cutting power, and chip
breakability, which can be quantified by using fuzzy logic ȑ͢͝Ȓ or genetic
algorithms ȑ͢͞Ȓ. Based on this concept, a comprehensive methodology is
proposed combining analytical, empricial, numerical and AI-based models
in a hybrid approach for machining performance assessment ȑ͢͟Ȓ.

2.2.3 Material IdentificationMethods

Material identification methods enable production systems to gain informa-
tion about the material being processed. The general architecture of material
identification systems is shown in Figure ͤ. The to-be-identified material is
observed by one or multiple sensors. These either monitor passive signals or,
optionally, use active signals induced by an actuator. The acquired signals
are preprocessed before making a decision.

Unknown
sample

Preprocessing

Decision-making
Sensing

Actuator

Figure ͤ: Material identification systems typically consists of a sensing unit, a data preprocess-
ingmodule, adecision-making systemand optionally an actuator foractive sensing approaches,
adapted from ȑP͝Ȓ.

Degree of Similarity

For material identification, a dependency from the difficulty of the identifi-
cation task to the level of similarity among the to-be-identified specimens
can be seen. For the identification of several wood types and wood classes,
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PIURI ET AL. show that the identification of the exact type, such as wild
cherry or oak chestnut, is more challenging than the sole identification of
the wood classes, such as conifer or broadǦleaved ȑ͢͠Ȓ. Similarly, DENKENA
ET AL. study the classification between two different steel alloys as well as the
classification between one aluminum and one steel sample. While the steel
and the aluminum sample can be differentiated clearly, the two types of steel
are significantly harder todifferentiatedue to similar cutting forces ȑ͢͡Ȓ. Thus,
it is necessary to assess the level of similarity among the to-be-identified
samples for an initial judgment of the material identification task. To achieve
this, STRESE ET AL. propose a taxonomy for the detailed labeling of investi-
gated samples ȑ͢͢Ȓ, which is extended in ȑP͝Ȓ to match all scenarios typically
encountered in material identification for smart manufacturing systems.
This taxonomy consists of the five levelsmajor material, material subǦclass,
specific material, material grade, and material batch ȋsee Figure ͥȌ.

Major
material

Wood Metal …

Non-
ferrous Ferrous Alloy …

Stainless
steel

Alloyed
steel …

͠͝Cr͠ ͠͞CrMo͠ ͡͝CrV͠ …

Batch A Batch B Batch C

Material
sub-class

Specific
material

Material
grade

Material
batch

Figure ͥ: The taxonomy allows an initial estimation of the difficulty of the material identifica-
tion task based on the similarity of the to-be-identified specimens, adapted from ȑP͝Ȓ.

Integration in Manufacturing Systems

Material identification is typically carried out either as process monitoring
or as offline identification ȑP͝Ȓ. While the alternative of process monitoring
takes place in situ during machining, offline identification is carried out as
an auxiliary process step before the main process. As a consequence, process
monitoring solutions are desired due to no negative effects on the cycle
times, while offline identification methods have greater flexibility regarding
the sensing approach as no interference from the manufacturing process is
͜͞
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present and active actions such as knocking on ȑͣ͢, ͤ͢Ȓ or moving over ȑͥ͢Ȓ
the sample can be conducted.

Signal Sources

To enable material identification, a great variety of signals are investigated.
These include visual images ȑͣ͜Ȓ, infrared images ȑͣ͝Ȃͣ͟Ȓ, tactile images ȑͣ͠ Ȓ,
cutting forces ȑͥȒ, spindle torques ȑͥȒ, friction forces, structure-borne sound,
air-borne sound, vibrations, color measurements ȑͣ͡, ͣ͢Ȓ, fluorescence ȑ͢͠Ȓ,
electric impedance ȑͣͣȒ, temperature measurements ȑͣͤȂͤ͝Ȓ, density mea-
surements ȑ͢͢Ȓ and simulation data ȑͥȒ. Among these, ȑP͝Ȓ find that the
groups of surface images, force and torque signals, and vibration data are
most commonly used ȋsee Figure ͜͝, aȌ. Typically, not a single data source
is used, but multiple sensors are integrated, combining the information of
the various modalities ȑͤ͞Ȓ, which often leads to improved identification
accuracies ȑS͞Ȓ.
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Figure ͜͝: Among all investigated studies for material identification for smart manufacturing
systems, trends regarding signal source, data preprocessing, and decision-making can be
observed.

To find out which feature has the highest impact, feature ranking methods
such as the jointǦmutual information method can be used ȑ͢͡Ȓ. Regarding the
effectiveness of the different signals, varying observations are made. While
in some studies force data contains more information than vibration data ȑ͝,
ͤ͟Ȓ, in other studies all samples can be classified only with vibration data, but
not with forces ȑͤ͠Ȓ. As a further challenge, ȑͣ͢Ȓ notice that vibration data
strongly depends on the shape and volume of the to-be-identified sample.
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Feature Extraction

The acquired signals are either analyzed directly as raw data, or preprocessed
into features through general statistical methods or expertise-specific feature
engineering methods. Simple feature extraction includes the computation of
features that are generally used, such as the signal’s mean or standard devi-
ation ȑͤ͟Ȓ. While these are most commonly applied to time-series signals,
methods like pixel averaging can also be applied to image data ȑͣ͜Ȓ. Feature
engineering describes the process of deriving specific features characteristic
for the respective application. These include the histogram of oriented graǦ
dients ȑͤ͡Ȓ, material-specific frequency bands ȑͤ͢Ȓ, and bio-inspired tactile
features ȑͣ͠ Ȓ, among others ȑ͢͢, ͥ͢, ͤͣȒ. When comparing the popularity of
the different alternatives ȋsee Figure ͜͝, bȌ, it can be seen that only a few ap-
proaches analyze raw data directly, while most approaches use simple feature
extraction methods or some form of engineered features ȑP͝Ȓ.

In direct comparison of different feature extraction alternatives, it can be seen
that in general worse results were seen when analyzing raw data compared
to preprocessed data ȑͣͤȒ. However, in certain cases, the usage of raw data
in combination with sophisticated decision-making systems outperforms
manually crafted features ȑ͢͢, ͤͤȒ.

Decision-making

Decision-making systems are used to derive a label describing the speci-
men under investigation based on the available data. Here, both rule-based
systems and ML-approaches are used most often ȑP͝Ȓ. Within ML, both
supervised and unsupervised approaches are utilized. Rule-based systems
typically aggregate the observed information through data preprocessing
into a characteristic feature. This feature is then compared to a set of rules,
such as a predetermined threshold, to decide whether a certain material is
present. In the binary case with only two materials present, typically a single
threshold is used ȑͥ, ͤ͢, ͤͥȒ, while for multiple material classes, ranges are
defined for each material ȑͣ͢Ȓ. In supervised ML, a classifier is trained to
predict the sample’s label based on the available features. Among all reviewed
studies, a variety of different models is investigated. These include k-nearest-
neighbor ȋkNNȌ ȑͥ͜, ͥ͝Ȓ, ANN ȑͥ͞, ͥ͟Ȓ, general Markov models ȑͥ͠Ȓ, support
vector machine ȋSVMȌ ȑͣͥ, ͥ͡Ȓ, Bayesian models ȑͥ͢, ͥͣȒ, decision tree
ȋDTȌ ȑͣ͝Ȓ, dictionary learning ȑͥ͢, ͣͣȒ, random forest ȋRFȌ ȑͣ͜Ȓ, and logistic
regression ȋLRȌ ȑͣ͜Ȓ. Furthermore, approaches such as one-shot learning are
investigated in particular for the application with small-sized datasets ȑͥͤȒ.
Especially for such data driven approaches, the sampling strategy must be
correctly chosen ȑͥͥȒ.
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In unsupervised learning, no distinct labels describing the data are available,
but rather the samples need to be grouped into groups of highest similarity,
such as similar colors. This can be achieved by using a k-means clustering
algorithm to find clusters in existing data. These clusters can consecutively
be used as a classifier to assign novel materials to one of the found clusters,
see Figure ͝͝. ȑ͜͜͝Ȓ

Supervised
material
identification

Train
classifier

Ground truth
material

Classifier

Clustering Centroids
Unsupervised
material
identification

Signal Feature
extraction

Figure ͝͝: Difference between supervised and unsupervised material identification, adapted
from ȑ͜͜͝Ȓ.

Rule-based systems are less complex and easy to understand, and are well
suited if both materials can be clearly distinguished, such as by an absolute
signal difference ȑͥȒ. When those differences diminish, i.e. when consid-
ering tool condition, such rule-based systems were found unsuitable ȑ͜͝͝Ȓ.
Comparing the popularity of the investigated decision-making systems, see
Figure ͜͝, it can be observed that ML-approaches are used in the majority of
all studies. Among these ML-methods, especially ANN, SVM, and kNN are
popular choices as they are investigated in a quarter of all studies. However,
depending on the available dataset, other algorithms such as boosting ȑͥ͢Ȓ
or Bayesian approaches ȑ͢͠, ͤ͜, ͥͣ, ͜͝͞Ȓ outperformed the popular choices.
For image analysis in particular, the usage of CNN was found as a promising
alternative, slightly outperforming other algorithms while also reducing the
data preprocessing effort ȑ͢͢, ͜͟͝, ͜͝͠Ȓ. When classifying among the different
material types of aluminum and steel, DENKENA ET AL. find all investigated
algorithms to be suitable, but when evaluating the same algorithms for the
detection of two different steel grades, only the kNN algorithm showed ac-
ceptable results ȑ͢͡Ȓ. Thus, it can be seen that for each dataset a variety of
algorithms need to be investigated to find the one most suitable.

Application-specific Trends

Material identification systems are investigated for various applications such
as remote operation ȑͣ͝, ͥ͠Ȓ, waste management ȑͣ͢Ȓ, construction ȑͣ͡Ȓ,
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additive manufacturing ȑͣ͟Ȓ, and subtractive manufacturing. The major
applications in subtractive manufacturing can be found as positive material
identification ȋPMIȌ, monitoring the turning of compound parts ȑͥȒ, and
monitoring the drilling of multi-material stacks ȑͤͥȒ. Further approaches
in subtractive manufacturing are the grinding of compound parts ȑͤ͢Ȓ and
the milling of woods ȑͤ͠Ȓ. In Figure ͝͞, the trends are shown for the most
relevant applications of preproces PMI, monitoring turning processes, and
monitoring drilling processes.

Similarity

Signal

Feature extraction

Decision-making

Type

Major m. M. sub-class Specific m. M. grade M. batch

Process monitoring Offline identification

Surface image Force and torque Vibration Miscellaneous

Raw data Statistical features Feature engineering

Rule-based system Supervised ML Unsupervised ML

Turning Drilling PMI

Figure ͝͞: Comparing common approaches for material identification in turning, drilling,
and PMI, trends are observed regarding the categories sample similarity, type, signal, feature
extraction, and decision-making.

In subtractive manufacturing, material identification is carried out as pro-
cess monitoring to detect the transition zone from one material to another.
ȑͥȒ propose a method for the identification of steel and aluminum zones in
friction welded hybrid workpieces. The cutting force is acquired through a
dynamometer and the spindle torque is measured by the NC. Consecutively,
monitoring parameters are computed by relating the measured signals to the
current material removal rate computed by simulation. They show that once
these parameters cross a defined threshold, the material transition happens.
ȑ͢͡Ȓ investigates cutting forces measured with a dynamometer, current and
torque signals from the NC, and acceleration data for the identification of alu-
minum and steel in hybrid workpieces. The raw signals are preprocessed into
various features. To reduce complexity, the joint mutual information method
is investigated for feature selection. Out of all features, great importance is
especially placed on the cutting force, feed force, passive force, and motor
current related to the passive force. All investigated classification approaches,
SVM, DT, ANN and kNN are capable of differentiating between the classes
no material interaction, steel, and aluminum. In their consecutive study, ȑͤ͟Ȓ,
they further investigate the usage of ANNs for material classification. They
find that when training a classifier for one cutting condition the network per-
forms poorly for other points of operation. However, when including the new
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parameters in the training dataset, the algorithm is capable of performing
well also for novel combinations of those parameters. Comparing the need for
the various data sources, they conclude that acceleration sensors or internal
machine data alone provide worse results, but together they eliminate the
need for dynamometer-based force measurements. In a different scenario,
TETI ET AL. investigate the identification of the heat treatment type through
acoustic emissions and cutting force data for aluminum alloys ȑͣ͠Ȓ.

Process monitoring for detecting the transition point from one material to
another is a central challenge in the machining of multi-material parts. The
identification of the major material groupsmetal and composites is broadly
investigated in regard to aircraft manufacturing as many holes need to be
drilled in stacks of metal and carbon fiber reinforced plastics ȋCFRPȌ for the
subsequent riveting process. As signals, both acoustic emissions ȑ͜͝, ͤͥ, ͜͝͝,
͜͝͡Ȓ and cutting forces ȑ͜͝͝Ȓ are investigated. Even though threshold-based
systems can be used for material identification ȑͤͥȒ, when considering tool
degradation, such systems are found to become unsuitable ȑ͜͝͝Ȓ.

In industrial applications, the term PMI refers to a variety of spectral meth-
ods used typically in handheld devices for non-destructive testing of metal
materials to identify the material grade and its chemical composition. These
are based on several methods such as laserǦinduced breakdown spectroscopy
ȋLIBSȌ ȑ͜͢͝Ȓ, XǦray fluorescence ȋXRFȌ ȑͣ͜͝Ȓ, OES, and fourier transform inǦ
frared spectroscopy ȑͤ͜͝Ȓ. In their study, SHER AFGAN ET AL. use a handheld
LIBS device to analyze the chemical composition of steel samples with low
absolute measurement errors ȑͥ͜͝Ȓ. Additionally, the usage of XRF and LIBS
in challenging environments is investigated in ȑ͜͝͝Ȓ for material recycling.
It is shown that while industrial available instruments provide information
about the chemical composition of various alloys, the data is not reliable
enough to meet the requirements for a reporting tool.

2.3 Smart Machine Tools
While the concept of intelligent machine tools is not a novel one ȑ͝͝͝Ȓ, the
recent advances in information and communication technologies allow for
increased smartness of manufacturing systems ȑ͝͝͞Ȓ. There is no central
definition of smart manufacturing, but it can be described as “a collection
and a paradigm of various technologies that can promote a strategic inno-
vation of the existing manufacturing industry through the convergence of
humans, technology, and informationǳ ȑ͟͝͝Ȓ. Key enabling technologies in-
clude internet of things ȋIoTȌ, cyber-physical production systems, big data,
artificial intelligence ȋAIȌ and ML, cloud computing, and digital twin ȑ͝͝͠Ȓ.
In ȑ͝͝͡Ȓ central pillars of smart manufacturing are defined, including man-
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ufacturing technology and processes, materials, and data, while MITTAL
ET AL. name context awareness and process parameter adaptability as cen-
tral characteristics associated with smart manufacturing ȑ͢͝͝Ȓ. The concept
of cognitive awareness for machine tools is explained in ȑͣ͝͝Ȓ, with adap-
tive machining ȑͤ͝͝Ȓ as an example of process adaptability. Besides smart
manufacturing, intelligent manufacturing, advanced manufacturing, cyber-
physical production, cloud manufacturing, and digital manufacturing are
other manufacturing paradigms with many similarities ȑ͝͝͠Ȓ. Thus, the de-
sired task of adapting machining processes based on observed material batch
characteristics can be considered a step towards smart manufacturing.

When mapping the concepts of smart manufacturing onto machine tool re-
search, similar developments are found. Here, various terms such as Industry
ͤ.͠ Machine tool ȑͥ͝͝Ȓ, intelligent machine tool ȑ͜͝͞Ȃ͝͞͞Ȓ, smart machining
system ȑ͟͝͞, ͝͞͠Ȓ, Machine Tool ͤ.͠ ȑ͝͞͡Ȓ, CyberǦPhysical Machine Tools ȑ͢͝͞Ȓ,
Smart Machine Tools ȑͣ͝͞Ȓ, Smart Machine Tool System ȑͤ͝͞Ȓ and Feeling
machine ȑͥ͝͞Ȓ are used. In Figure ͟͝, common building blocks found in most
concepts are shown. These consist of physical devices such as the machine
tool itself, the cutting tool, and the to-be-machined workpiece. Through the
NC or other data acquisition devices, process data can be observed, stored,
and analyzed using various algorithms. Cloud computing technologies pro-
vide the necessary computational power for big data analytics. Furthermore,
human machine interfaces ȋHMIsȌ are needed to convey information from
the digital world to the machine operators.
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Figure ͟͝: Generalized and simplified framework of a smart machine tool systems, adapted
from ȑ͢͝͞Ȓ.
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Another trend besides smart machine tools are smart components, such as
smart spindles ȑ͟͜͝Ȓ, smart feed-drives ȑ͟͝͝Ȓ, smart tool holders ȑ͟͝͞Ȓ, and
smart cutting tools ȑ͟͟͝Ȓ. These components include additional sensors,
communication, and computation capabilities to provide detailed data to
other smart systems as well as consuming such data themselves to improve
their functionality ȑͥ͝͝Ȓ.

2.3.1 Sensors and Data in Machine Tools

Sensor systems provide the necessary data needed by process monitoring
and process optimization systems for decision-making. The most common
sensors are dynamometers, accelerometers, acoustic emissions sensors, and
current sensors ȑ͟͝͠Ȓ. Further sensor systems include roughness sensors, therǦ
mal cameras, ambient condition sensors, tool probes, and thermocouples ȑ͟͝͡Ȓ.
When comparing sensors regarding their costs, intrusive nature and signal
reliability, ȑ͟͢͝Ȓ find thatwhile dynamometers are themost reliable they come
with highly intrusive nature and increased costs. Using current and power
sensors, however, attributes to the least intrusive nature and costs as the
sensors are easy to retrofit if not already integrated and available in modern
control systems, and are thus suitable for operational use ȑ͟͝͡Ȓ.

The drives and spindles in machine tools provide the necessary force for
material removal. The drive control power can either be measured using
external sensors, or acquired by accessing internal control data ȑͣ͟͝Ȓ, as
the power measure is internally needed by the machine’s NC for the drive
control loop ȑͤ͟͝Ȓ. When using internal signals, the motor itself is used
as an indirect sensor of the cutting force, as the motor armature current
is proportional to the torque, which itself is proportional to the cutting
forces ȑ͟͢͝Ȓ. As the inertia of themotor’s rotor acts as a low-pass filter, there is
limited sensing bandwidth, making it hard to observe high-frequency signal
components ȑͥ͟͝Ȓ.

Besides the current, power, and torque data, typical NC systems provide
additional signals, such as the speed as well as the designated and measured
position of each axis. Due to the high requirements regarding resolution,
photoelectric scanning methods are used most commonly for position mea-
surement ȑ͜͝͠Ȓ.

2.3.2 Tool ConditionMonitoring Systems

In subtractive manufacturing the production costs and the quality of the
produced part rely on the condition of the cutting tool used. While it is
important to use cutting tools for their full useful life to save tool costs ȑ͝͠͝Ȓ,
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severe tool wear needs to be avoided as it might lead to increased costs and
decreased product quality ȑ͝͠͞Ȓ, or even damage to and breakdown of the
machine tool ȑ͟͝͠Ȓ. Furthermore, worn out tools produce parts with low
surface quality that might need to be reworked, and invoke opportunity costs
due to unproductive machining time during tool replacement ȑ͝͠͠Ȓ.

Studies found that cutting tool failures contribute to ͜͞τ of a machine’s
downtime ȑ͟͝͠Ȓ, and between ͟τ and ͝͞τ of the total production costs can
be allotted to wear and breakage based tool failures for composite machin-
ing ȑ͝͠͡Ȓ. Furthermore, manual tool wear assessment using a toolmaker’s
microscope takes place while the tool is resting and can take between ͡ and
͟͜ minutes ȑ͢͝͠Ȓ.

Thus, TCM systems are needed tomonitor thewear of the cutting tool during
operation. Thereby, the tool can be used to its full extent, while preventing
tool breakage and damage to the workpiece and machine tool ȑͣ͝͠, ͤ͝͠Ȓ. De-
spite a recent study finding most tool wear inspections still being carried out
manually ȑͥ͝͠Ȓ, the recent technological advances in hardware development
and signal processing ȑ͜͝͡Ȓ justify the intense research done for automated
TCM systems.

Wearmechanisms

Tool wear can be attributed to four common wear mechanisms: abrasion,
adhesion, fatigue, and oxidation.

Wear by abrasion is a solely mechanical wear mechanism, caused by the
intrusion of hard particles or roughworkpiecematerials ȑ͢͞Ȓ in the softer tool
surfaces ȑ͝͡͝, ͝͡͞Ȓ. These particles include microchips, lubricant impurities,
precipitants ȑ͟͝͡Ȓ, and material inclusions ȑ͟͝͡Ȓ. As a result, microdeforma-
tion and micromachining can be observed for ductile materials, and cracks
and grooves for brittle materials ȑ͝͡͞Ȓ. While it is not possible to avoid this
type of wearmechanism, it is especially common at low feed rates and cutting
speeds ȑ͝͡͝Ȓ.

Adhesion refers to the formation of atomic bonds between metallic homo-
geneous surfaces due to high local forces ȑ͝͡͞Ȓ. Besides chemical adhesion,
there is also mechanical adhesion, caused by mechanical interlocking at high
temperatures ȑ͝͡͠Ȓ. With particles permanently adhering to the cutting tool,
a material layer is formed on top of the original surface, altering the tool
geometry ȑ͝͡͝Ȓ, which leads to thewear defect known as BUE ȑ͞͝Ȓ. This results
in a reduced surface quality and increased flank wear.
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Changing mechanical loads cause fatigue at the load-bearing areas of the
cutting tool’s surface. Contrarily to other wear mechanisms, fatigue wear has
a long incubation phase during which cracks form and spread before they
break loose, and the wear phenomena becomes observable. ȑ͝͡͞, ͝͡͡Ȓ Fatigue
wear can be reduced by using specific tool coatings and lubricants ȑSͣȒ.

Oxidation refers to the formation of undesired coatings and particles on
the cutting tool’s surface. Thereby, the properties of the boundary layer
change ȑ͢͞Ȓ. Depending on the hardness of the formed particles, tool wear is
negatively or positively impacted ȑ͝͡͠Ȃ͢͝͡Ȓ. Furthermore, oxidation can cause
a chain reaction of other wear mechanisms, as the formed oxide particles
can adhere to or grind on the tool’s surface, causing further adhesion and
abrasion wear ȑ͝͡͞Ȓ.

Overview TCM Systems

TCM systems are typically realized using either direct or indirect observa-
tion methods, but there are also approaches combining both through sensor
fusion ȑS͠, ͣ͝͡Ȓ. KURADA ET AL. define several requirements for a success-
ful tool wear sensor including accurate assessment of the tool condition,
no interference with the machining process, contact-freeness, and a fast
response ȑ͟͝͠Ȓ.

A detailed review of indirect measurement methods can be found in ȑͣ͝͠,
ͤ͝͠Ȓ. These methods include the monitoring of burr formation ȑͤ͝͡Ȓ, the
analysis of chip shapes using a three-dimensional ȋ͟DȌ scanning electron mi-
croscope ȑͥ͝͡Ȓ, vibrations ȑ͢͜͝, ͢͝͝Ȓ, acoustic emissions ȑͤ͠, ͢͝͞Ȓ, power ȑ͢͝͞Ȓ,
current ȑ͢͜͝, ͢͟͝Ȓ, torque ȑ͢͝͠Ȓ, the analysis of surface images ȑ͢͝͡, ͢͢͝Ȓ, or
the combination of multiple sensors ȑͣ͢͝, ͤ͢͝Ȓ

While indirect methods are easy to integrate into manufacturing processes,
they are prone to noise from the environment, resulting in reduced prediction
performance ȑͥ͢͝, ͣ͜͝Ȓ. In contrast, whenusing directmeasurementmethods,
specifically computer vision, the actual geometric changes of the cutting tool
due to wear effects can be measured ȑ͟͝͠, ͣ͝͝, ͣ͝͞Ȓ, and contact disturbance is
avoided ȑͣ͟͝Ȓ. Due to this, they generally show better detection rates.

Within direct TCM, a variety of different sensors and sensing approaches are
investigated. These include chargeǦcoupled devices ȋCCDsȌ ȑͣ͝͠ Ȓ and compleǦ
mentary metalǦoxideǦsemiconductor ȋCMOSȌ ȑͣ͝͡Ȓ cameras, laser scanning
confocal microscopy ȑͣ͢͝Ȓ, and infrared sensors ȑͣͣ͝Ȓ. While typically a single
camera is used, YAMASHINA ET AL. propose a setup of two visual cameras,
one having a global view detecting the orientation and position of the tool,
the other focusing on the wear region of interest ȋROIȌ ȑͣͤ͝Ȓ.
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Such approaches are extended to enable not only ͞D measurements, but also
͟D measurements of thewear defects. This can be achieved by using multiple
cameras for stereo vision ȑͣͥ͝, ͤ͜͝Ȓ or by using multiple cameras for comput-
ing disparity maps ȑͤ͝͝Ȓ. Instead of using multiple cameras, SZYDŁOWSKI
ET AL. use a single movable camera, taking images at different focal planes,
which are combined to compute a depthmap ȑͤ͝͞Ȓ. Other approaches include
the usage of white light interferometry ȑ͝͡͝, ͤ͟͝, ͤ͝͠Ȓ, coherent light interferǦ
ometry ȑͤ͝͡Ȓ, and knifeǦedge diffraction interferometry ȑͤ͢͝, ͤͣ͝Ȓ. Besides,
the usage of structured light is investigated for reconstructing the ͟D shape
of wear defects ȑͤͤ͝, ͤͥ͝Ȓ. Similarly, WANG ET AL. explore a TCM-method
of projecting fringe patterns on the cutting tool for ͟D reconstruction ȑͥ͜͝Ȓ.
The assessment of the wear profile is also investigated by ČERČE ET AL. using
laser profile scanners ȑͥ͝͝Ȓ, and extend their analysis approach by a finite
element stress simulation in ȑͥ͝͞Ȓ.

Components of a direct TCM system

The typical components of a direct TCM system are shown in Figure ͝͠. The
ROI, e.g. the flank of the cutting tool insert or the face of a face-mill, is
positioned in front of the image acquisition unit at a known position ȑͣ͝͡Ȓ.
Direct artificial illumination, such as light-emitting diode rings ȑͣ͝͡Ȓ, or back-
lighting technology ȑͥ͟͝Ȓ are used for optimized illumination of the ROI.
Furthermore, jets of compressed air supplied by an air nozzle are used to
clean of remaining chips and lubricants from the tool ȑͥ͝͠Ȓ. The image of
the cutting tool is then taken by the respective sensor and processed in a
connected processing unit. The computed results can be communicated to
the operator using a GUI ȑͥ͝͡Ȓ. As an enhancement, THAKRE ET AL. propose
the usage of a known reference body within the image area for automated
pixel calibration ȑͥ͢͝Ȓ.

GUISignal ProcessingMachine tool

Lens Camera

Illumination

Air nozzle

Figure ͝͠: The basic framework of visual TCM systems consists of an image acquisition unit
integrated into the machine tool containing a camera, artificial illumination, an air nozzle, a
signal processing unit, and a GUI.

While in ȑͥͣ͝Ȓ methods are proposed for quantifying two wear mechanisms,
most approaches focus on predicting general wearmetrics. The most popular
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metrics, as specified in ISOͤ͟͢͡, are flank wear width ȋຊ𝐵Ȍ and crater wear
depth. Studies found, however, that especially the flankwear area is an impor-
tant indicator of the condition of the cutting tool ȑͣ͜͝, ͥͤ͝, ͥͥ͝Ȓ. Furthermore,
the centroid of wear ȑ͜͜͞Ȓ, burr shape ȑ͜͞͝Ȓ, radial wear ȑͣ͜͝Ȓ, and diameter
wear ȑͣ͜͝Ȓ are used aswearmetrics. When using ͟Dmeasurement technology,
not only the shape of tool wear, but also the depth can be assessed. Thereby,
the crater wear depth ȑͤ͜͝Ȓ, and subsequently the wear volume ȑͤ͜͝, ͤ͝͡, ͥ͝͝,
ͥ͝͞Ȓ can be measured and used as metrics for tool wear.

With the variety of metrics describing the state of wear, FADARE ET AL. pro-
pose a combined tool wear index to represent the overall tool condition ȑ͜͜͞Ȓ.
A similar approach is proposed by KWON ET AL., suggesting a different tool
wear index based on the detected flank wear area for an accurate representa-
tion of tool condition ȑ͜͞͞Ȓ.

While most approaches focus on flank wear and crater wear, LANZETTA pro-
poses a wear defect classification system with suitable features and decision
rules to classify the various defects present in an image ȑ͜͟͞Ȓ. In a more
simplified classification system, SUN ET AL. identify the different wear types
fracture, BUE, chipping and flank wear ȑ͜͞͠Ȓ.

Integration in aMachine Tool Environment

In research settings, cutting tools are typically removed manually from the
machine tool for taking the necessary images. As an alternative, jigs are
proposed to enable a flexible and easy installation ȑ͜͞͡Ȓ.

For operational use, it is necessary to integrate the sensing unit into the
machine tool, so that measurements can be taken automatically. This can be
achieved by placing the sensing unit so that it faces the typical working region
of the tool, e.g. next to the main spindle ȑͣ͝͠ , ͜͞͠, ͜͢͞Ȓ or above the tool
center point ȑͣ͜͞, ͤ͜͞Ȓ. As an alternative, MIAO ET AL. position the camera
so that it faces the tool revolver, thus taking images of the cutting tool while
it is in its resting position ȑͥ͜͞Ȓ. Besides these static approaches, methods
are investigated to position the cutting tool and sensing unit in front of each
other. While BAGGA ET AL. mount the sensing unit at a fixed position in the
machine tool and move the cutting tool to the sensing unit ȑͣ͝͡Ȓ, DAI ET AL.
mount the sensing unit on a movable platform, controlled by the NC, which
is moved to the cutting tool ȑͣ͜͝Ȓ.

In addition to the physical integration, the logical integration needs to be
discussed as well. GARCÍA-ORDÁS ET AL. consider their approach an online
approach, as no intervention forextracting the tool inserts fromthe toolholder
is needed ȑ͝͠͠Ȓ. More differentiated, ZHANG ET AL. define a realǦtime mode
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and an inǦprocess mode of online measurement. In the real-time mode,
image acquisition needs to take place during operation without stopping
the machine tool, while the in-process mode takes images when the cutting
process is halted ȑ͜͞͝Ȓ. For real-time measurement, WANG ET AL. propose a
measurement system acquiring images during spindle rotation ȑ͞͝͝Ȓ. Similar
approaches are presented in ȑ͞͝͞, ͟͞͝Ȓ, which have the cutting tool slowly
rotate in-front of the image acquisition unit. However, all approaches are
not true real-time, as no cutting operation takes place during measurement.
Thus, most approach can actually be categorized as in-process measurement.

For the integration into the machining process, static or dynamic triggers
are used. In ȑ͞͝͠Ȓ, the cutting process is interrupted at regular intervals for
image acquisition. For a more flexible approach, YANG ET AL. integrate the
camera control into the programmable logic controller ȋPLCȌ, thus allowing
flexible triggering ȑ͜͢͞Ȓ. A similar idea of automated cooperation between
the TCM system and the machine tool’s control is proposed in ȑͣ͜͝Ȓ. As an
alternative to online measurements during the machining phase, RUITAO
PENG ET AL. integrate the image acquisition phase at the end of every cutting
operation ȑͣ͝͠ Ȓ and MOLDOVAN ET AL. suggest taking images once the tool
is placed back in the magazine ȑ͞͝͡Ȓ.

Image Analysis Methods

Early works of visual tool inspection can be found by GIUSTI ET AL., using
cameras for flank and crater wear analysis ȑ͢͞͝, ͣ͞͝Ȓ. The typical steps for im-
age processing include “image enhancement, image segmentation, breakage
detection and tool wear parameter derivationǳ ȑ͟͝͠Ȓ.

Initial preprocessing steps such as filtering and morphological operations
are typically carried out to remove image noise ȑͣ͜͞, ͤ͜͞Ȓ. Furthermore,
through image processing the effects of chips and cutting fluids can be cut
down ȑͤ͝͝Ȓ. Especially the usage of morphological component analysis has
been investigated to decompose a cutting tool image into background, noise,
and object of interest, thereby allowing the noise and background effects to
be filtered out ȑͥͥ͝, ͤ͞͝Ȓ.

The approaches for deducing the tool condition from wear images are man-
ifold; however, many use image processing techniques to produce binary
images for tool condition analysis ȑͥ͞͝Ȓ. A common procedure is to use a
defined gray-level threshold to segment out areas of interest, such as the flank
wear region. Here, SUN ET AL. investigate defect-specific thresholds, so that
different types of wear can be identified ȑ͜͞͠Ȓ. These regions can then be
converted to wear metrics by pixel counting ȑ͜͞͞Ȓ or the average wear width
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by averaging the width of the detected wear area at multiple positions ȑͥ͢͝Ȓ.
Another approach is presented by CASTEJÓN ET AL., using the segmented
flank wear region to compute several descriptors, such as the eccentricity,
the extent, and the solidity, which are analyzed using a finite mixture model
approach to classify the tool condition as low wear, medium wear, or high
wear ȑ͞͞͝Ȓ. For thresholding, especially the usage of Otsuǯs method, allowing
automatic image thresholding, is commonly investigated ȑͣ͟͝, ͞͞͞Ȃ͞͞͠Ȓ. ONG
ET AL. combine such a segmentation procedure with the measured surface
roughness and the current cutting conditions to predict the tool wear degree
using an ANN ȑ͞͞͠Ȓ.

In ȑ͞͞͡Ȓ, a procedure is proposed for the extraction of wear profiles in drilling,
which consists of a threshold-based image segmentation step combined
with edge detection for refinement, allowing for sub-pixel accuracy. Similar
procedures are presented in ȑͣ͝͡, ͥ͝͠Ȓ, while in ȑͣ͟͝Ȓ the usage of Zernike
moments is investigated for sub-pixel edge detection.

As an alternative, edge detection methods are used for finding the wear
area ȑͥͤ͝, ͢͞͞Ȃͤ͞͞Ȓ. While needing manual corrections, KWON ET AL. use
the wear area segmented in such a way to develop a novel tool wear index
representing the condition of the tool ȑ͜͞͞Ȓ. In ȑͥ͞͞Ȓ, the drill edges are seg-
mented by edge detection, allowing for the computation of the deviation from
linearity metric, which is a well-suited indicator of drill wear. An approach
combining Hough transform and edge detection for finding the wear area
is proposed in ȑ͟͞͞Ȓ, subsequently integrating Otsu’s method-based thresh-
olding for analyzing multiple views of the cutting tool with view-specific
procedures ȑ͟͜͞Ȓ. The combination of contour-based and threshold-based
segmentation for drilling is investigated in ȑ͟͞͝Ȓ. For edge detection, espe-
cially the usage of Sobel filter ȑ͟͞͞, ͟͞͞Ȓ, Canny edge detection ȑ͟͞͞, ͥ͞͞Ȓ,
statistical filtering ȑ͟͟͞Ȓ, and moment invariance ȑ͟͞͠Ȓ are researched.

Texture-based segmentation approaches for wear segmentation are proposed
in ȑ͟͞͡, ͟͢͞Ȓ. Amore complex approach is proposed by GARCÍA-ORDÁS ET AL.
The cutting edge is extracted from the cutting tool image and divided into
multiple subregions. For each of these regions, texture descriptors based on
Local Binary Pattern are computed, which are classified by an SVM to decide
whether the cutting tool can be used further. ȑ͝͠͠Ȓ

Another method for segmenting the wear area is region growing. Such an
approach can be found in ȑͣ͟͞Ȓ using the segmented image to compute
several descriptors based on statistical moments for wear classification. ZHU
ET AL. combine region growing with morphological component analysis to
segment the wear area, producing rotation-invariant features ȑͥͥ͝Ȓ. In ȑͣ͝͠ Ȓ,
a procedure to compute flank wear width and flank wear area is proposed
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combining Hough transform for the horizontal orientation of the cutting
edge, region growing, and Canny edge detection.

Besides these primary methods, a variety of other approaches exist. These
include the usage of Markov Random Fields for tool wear segmentation ȑͤ͟͞,
ͥ͟͞Ȓ, Bayesian Inference for recreating the original cutting boundary ȑͥ͝͠Ȓ,
adaptive connecting domain labeling for wear segmentation ȑ͜͞͠Ȓ, and the
usage of a statistical shape model ȑ͞͠͝Ȓ.

While the segmented images can be used for the direct assessment of flank
wear metrics by the means of pixel counting, a different group of approaches
extracts features from raw or segmented images, which are used to deduce
the wear state by a classifier. CHETHAN ET AL. show this procedure using
preprocessing and segmentation steps for computing a binary image, which
is used to extract three features that are used to decide whether a tool is worn
out or serviceable ȑ͞͠͞Ȓ. Further features are proposed in ȑ͜͜͞Ȓ. In their study,
GARCÍA-ORDÁS ET AL. investigate several contour descriptors. The authors
extend their procedure by including shapedescriptors and texturedescriptors
in their consecutive publications ȑ͝͠͠, ͟͞͠Ȓ. Contour signatures are also
investigated in ȑ͞͠͠Ȓ. Another approach is presented in ȑ͞͠͡Ȓ and ȑ͢͞͠Ȓ
using active contour models to extract image features. Comparing several
descriptors, CASTEJÓN ET AL. find the eccentricity, extent, and solidity to
carry the most information ȑ͞͞͝Ȓ, BARREIRO ET AL. achieve the best results
using Hu and Legendre descriptors ȑͣ͞͠Ȓ, and ALEGRE ET AL. get the least
errors using Zernike and Legendre descriptors ȑͣ͟͞Ȓ. Furthermore, in ȑͤ͞͠Ȓ
a method is proposed using edgeǦlabeling graph neural networks for tool
condition classification, which utilizes an embedding network to extract
features from the original images. The authors state that this method showed
promising results, especially for small-sized datasets.

Another research direction is the incorporation of reference images to derive
the tool condition. Thereby, the data from an unworn tool is used as a refer-
enceand compared to theactual imageacquired duringmachining ȑͤ͝͠Ȓ. As it
is essential to realign the worn images with the reference images taken before
operation, image registration techniques are researched ȑͥ͞͠, ͜͞͡Ȓ. There-
fore, it is possible to overlay both images and find the difference. SAWANGSRI
ET AL. develop such a system by finding the tool pixels in both the reference
image and the current image, stating that the difference of both is a suitable
indicator for the occurred wear ȑͥ͞͝Ȓ. A similar approach is shown for drilling
in ȑ͞͡͝Ȓ. The wear area is also analyzed by ZHANG ET AL. in such a proce-
dure, finding the tool tip before performing column scanning ȑ͜͞͝Ȓ. Besides
subtracting both images from each other, crossǦcorrelation technology is
investigated to compare fresh and worn tools ȑͤ͢͝, ͤͣ͝Ȓ. By using this method,
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FONG ET AL. compute the similarity between both images, measuring the
relative displacement, which serves as an indicator for wear degree ȑͥ͝͡Ȓ.
They suggest that the correlation pattern contains information indicating
the different types and sizes of wear defects ȑͥ͝͡Ȓ. Further approaches of
including reference images are proposed, comparing the pixel distributions
of both images ȑ͞͡͞Ȓ, as well as matching the numbers of pixels found ȑ͟͞͡Ȓ.

Besides analyzing a single imageorcomparing thecurrent image toa reference
image, PFEIFER ET AL. propose a method of taking a series of images at
varying illumination settings, which allows effective contour filtering ȑ͞͡͠Ȓ. A
method combining both successive imageanalysis and theusageof a reference
image is proposed in ȑ͞͝͝Ȓ, and LINS ET AL. present an in-process TCM system
for analyzing image sequences taken during operation ȑ͟͞͝Ȓ.

The reviews by REHORN ET AL. and SIDDHPURA ET AL. find that ML-
methods are receiving increased attention in TCM research ȑͣ͝͠, ͞͡͡Ȓ. Early
approaches date back to ͥͥ͝͠, investigating the usage of ANN for remaining
useful life prediction by analyzing image data, material hardness, machin-
ability, and cutting conditions ȑ͢͞͡Ȓ.

Within the general scope of ML, unsupervised clustering methods, such as kǦ
means clustering, are investigated by FERNÁNDEZ-ROBLES ET AL. to identify
clusters of worn regions ȑ͟͞͞, ͟͜͞Ȓ. Supervised classifiers are mostly used to
classify tools asworn based on features extracted frompreprocessed tool wear
images. This is shown in ȑ͞͠͠, ͣ͞͡Ȓ using a kNN, by GARCÍA-ORDÁS ET AL.
using an SVM ȑ͝͠͠Ȓ, or by YANG ET AL. using fuzzy statistical learning ȑ͜͢͞Ȓ.

However, most approaches are focusing on the usage of ANNs ȑͣ͝͠Ȓ. YANG
ET AL. use a mathematical tool model for feature extraction and neural
network training, allowing for the classification of ͝͡ types of abnormali-
ties ȑͤ͞͡Ȓ. In the study ȑ͞͝͡Ȓ, the authors compared both the direct image
analysis using an ANN and the analysis of calculated image features by ANN,
with the latter achieving better results. Other approaches of ANNs for tool
wear classification can be found in ȑ͞͝͠Ȓ and ȑͣ͞͡Ȓ. A further procedure is
proposed by D’ADDONA ET AL., combining an ANN with molecular biology
inspired genetic approach to predict tool wear based on features extracted
from segmented images ȑ͜͞͝, ͥ͞͡Ȓ.

Specific types of ANNs investigated for tool wear detection include edgeǦ
labeling graph neural networks ȑͤ͞͠Ȓ, pulseǦcoupled neural networks ȑ͢͜͞Ȓ,
wavelet neural network ȑ͞͞͠Ȓ, and CNNs ȑ͞͝͞, ͢͞͝Ȓ. In their study, MAREI
ET AL. further investigate the pretraining of networks on unrelated datasets,
transferring the learned knowledge to the tool wear identification prob-
lem ȑ͢͞͝Ȓ.
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For the task of not only identifying the state of the cutting tool, but also to
segment the current shapeof thewear region, specific segmentation networks
are researched, which yield a mask of the desired area of interest. MIKOŁA-
JCZYK ET AL. suggest the usage of a single categoryǦbased classifier type
neural network for the segmentation of the flank wear region ȑ͢͞͞Ȓ. The same
authors extend their approach by a second ANN to predict the remaining
tool life under constant cutting conditions ȑ͢͟͞Ȓ. Another approach can be
found by BERGS ET AL. using the popularUǦNet architecture for image seg-
mentation. They find that training separate models for each type of cutting
tool investigated might be beneficial over training a generic model for all
types of cutting tools. ȑ͢͞͠Ȓ Furthermore, they extend their work by inte-
grating a rule-based wear metric calculation to derive wear metrics from the
segmented images ȑ͢͞͡Ȓ. The approach of using U-Net is further investigated
by MIAO ET AL., proposing the incorporation of deep supervised learning to
address the problem of small sample sizes as well as the usage of Matthews
correlation coefficient loss to address the problem of data imbalance ȑͥ͜͞Ȓ.
Similarly, U-Net is used for not only the identification of flank wear, but also
the defects chipping and BUE in ȑ͢͢͞Ȓ, further enhancing the classification
approach by an uncertainty assessment enabling a human oracle to annotate
low-quality predictions. Another novel segmentation method is proposed
by REN ET AL., combining active, incremental fineǦtuning, the SegNet archi-
tecture, and conditional random fields. They also use model pretraining on
large datasets, such as the publicly available ImageNet dataset ȑͤ͢͞Ȓ, with
consecutive adaptation to the relevant, small-sized TCM dataset. Thereby,
training speed and memory consumption can be reduced. ȑͣ͢͞Ȓ

Model Adaptation

Especially with the rise of ML for decision-making in TCM, attention has
to be given to the necessary model training, as many approaches require
annotated training data. The required effort for training data generation
further increases when training many application-specific models, rather
than a single generic model, which is found to produce more accurate results
in ȑ͢͞͠Ȓ.

As a solution, transfer learning is proposed ȑ͢͞͝, ͣ͢͞Ȓ, pretraining the re-
spective models on an unrelated dataset, thereby reducing the number of
annotated images from the target application. Another approach is the
adaptation of existing training data between applications, known as domain
adaptation. Such approaches have been investigated for indirect sensing
approaches. LIU ET AL. use adversarial discriminative domain adaptation for
knowledge transfer from a pretrained network of one cutting tool to a new
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domain with a different cutting tool ȑͥ͢͞Ȓ. A similar methodology is applied
by ZHAO ET AL. to vibration data ȑͣ͜͞Ȓ.

2.3.3 Distributed Logic Execution

Cloud computing can be considered a new computing paradigm ȑͣ͞͝Ȓ that
shares similarities of time-sharing computers from over ͢͜ years ago ȑͣ͞͞Ȓ.
The term cloud refers to the ubiquitous availability and accessibility of com-
puting capabilities through the internet ȑͣ͟͞, ͣ͞͠ Ȓ. Through cloud com-
puting, hardware and software services are virtualized and rented out to
customers ȑͣ͞͡Ȓ. Central aspects include the on-demand service provision-
ing, an infinite resource pool, a guarantee of service quality, no need for
up-front commitment, as well as increased availability, scalability, and flex-
ibility ȑͣ͞͝, ͣ͢͞Ȓ. The provided services can be grouped in categories such
as Infrastructure as a Service, Platform as a Service, and Software as a SerǦ
vice ȑͣͣ͞Ȓ. While public clouds provide cloud services on pay-per-use basis
to customers, private clouds refer to internal data centers ȑͣ͢͞Ȓ. Therefore,
customers have access to a large amount of computing power at reduced
costs ȑͣͤ͞Ȓ. In their study regarding cloud computing adoption among the
manufacturing industry, OLIVEIRA ET AL. find that these cost savings are
one of the major drivers for using cloud technology ȑͣͥ͞Ȓ. One challenge,
however, is the delay caused from data generation to decision-making and
execution when using cloud systems ȑͤ͜͞Ȓ.

With increased data volume and increased cloud computing capabilities, the
data transportation speed has become a bottleneck for cloud computing ȑͤ͞͝Ȓ.
Thus, edge computing emerged, also known as cloudlets ȑͤ͞͞Ȓ, fog comǦ
puting ȑͤ͟͞Ȓ ormobile computing ȑͤ͞͠Ȓ, which aims at computational data,
applications, and services to be executed at the edge of a network rather than
cloud servers ȑͤ͞͡Ȓ. Thereby, edge computing takes place in between local IoT
services and cloud computing for both upstream and downstream data ȑͤ͢͞Ȓ.
For the integration of edge computing in manufacturing, CHEN ET AL. pro-
pose the integration on either equipment level, control level, or workshop
level, enabling intelligent services to be executed close to the manufacturing
unit while meeting key requirements ȑͤͣ͞Ȓ. Similar to cloud computing, edge
computing devices can run arbitrary code, typically using isolation technolo-
gies, such as virtual machines or containers ȑͤͤ͞Ȓ. General advantages of
edge computing are reduced network bandwidth consumption ȑͣ͞͡Ȓ, low
latency ȑͤͥ͞Ȓ, the resulting shorter response times ȑͤ͞͝Ȓ, proximity to the
user ȑͤͥ͞Ȓ, and better reliability ȑͤ͞͝Ȓ. In contrast to cloud computing, edge
computing has local computing devices and a reduced chanceof dataen-route
attacks while having a more limited scope and less scalability ȑͤ͞͡Ȓ.
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Both cloud computing and edge computing technologies can be combined for
the usage in themanufacturing domain. Such systems can be separated into a
physical layer containing the hardware, such as sensors and actuators, a cyber
layer, which handles data preprocessing, data storage and decision-making
for both edge and cloud computing, and an application layer, which includes
the actual data-driven applications ȑͥ͜͞, ͥ͞͝Ȓ. VATER ET AL. conduct expert
interviews to derive requirements and potential solutions for an information
technology architecture following the main requirements of production pro-
cess control and model recalculation for adaptations throughout time. They
find both the usage of HMIs and service-based architectures as promising so-
lutions and propose a reference architecture that leverages cloud computing
for model recalculation as well as long-term data storage and edge comput-
ing for the storage of operationally needed data ȋsee Figure ͝͡Ȍ. ȑͥ͞͞Ȓ The
interaction between edge and cloud computing is investigated by LIU ET AL.,
proposing an orchestration with four different types of processing logic: sole
cloud computing, sole edge computing, cloud computing to edge comput-
ing, and edge computing to cloud computing ȑͥ͜͞Ȓ. LOU ET AL. propose
such a cloud edge collaboration system. The cloud system is used for data
storage, big data analysis, and model algorithm optimization, while the edge
device focuses on data fusion tasks, logic control, as well as the execution of
lightweightmodel algorithms. For themodel execution on edgedevices, ȑͥ͟͞Ȓ
show that edge devices provide sufficient computational resources for the
inference of deep neural networks, naming the technologies of kernel pruning
and weight quantization for further model complexity reduction.
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Figure ͝͡: Collaboration of cloud and edge computing systems, modified from ȑͥ͞͞Ȓ.

Among the technologies of cloud computing, edge computing, and IoT, the
paradigm of service-oriented architectures ȑͥ͞͠Ȓ receives increased atten-
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tion. Reviewing recent studies on service-oriented architectures, NIKNEJAD
ET AL. find that while there is no clear definition, most authors agree that
service-oriented architectures “can be defined as an architectural concept
that promotes loose coupling, reusability, interoperability, agility, and effi-
ciency, with a focus on breaking each business process into smaller blocks
of tasks and functions such as servicesǳ ȑͥ͞͡Ȓ. Thereby, monolithic systems
can be broken up into a network of many distributed and interconnected
services ȑͥ͢͞Ȓ. These services can be designed using microservices, which
are light-weight entities performing specific tasks ȑͥͣ͞Ȓ. Combining multiple
such specialized microservices, specific functionalities of an application can
be realized. In ȑͥ͢͞Ȓ, a holistic service architecture is proposed for such a
decomposition of software-based industrial services. Applications of this
concept can be found both for process optimization in maintenance ȑͥͤ͞Ȓ as
well as engineering configurators ȑͥͥ͞, ͟͜͜Ȓ.

2.4 Data-driven Decision-Making
In their review, TETI ET AL. name the sequence of central activities for
process monitoring in machining as firstly, sensorial perception of process
variables, secondly, data processing and feature extraction, thirdly, cognitive
decisionǦmaking, and lastly, action ȑͤ͟͝Ȓ. With sensorial perception discussed
in the previous sections, this section focuses on the data processing and
feature extraction ȋSection ͞.͠.͝Ȍ as well as the cognitive decisionǦmaking
ȋSections ͞.͠.͞, ͞.͠.͟, and ͞.͠.͠Ȍ. For data analysis and decision-making ML
in particular has become a popular technology in industrial applications ȑP͞Ȓ,
as the bottleneck of expertise-based, hand-crafted features is removed when
using ML instead of traditional feature-based approaches ȑ͟͜͝Ȓ. With the
high sensor integrationand largedatavolume, especiallymachining processes
are a promising technology to be further optimized using ML-methods ȑ͟͜͞Ȓ.

2.4.1 Feature Extraction and Selection

Initially, analog signal filtering can take place. Consecutively, digital filtering
and data cleaning is carried out to reduce noise and improve the signal quality.
Based on the cleaned signal, the segments of interest are selected during
segmentation, discarding the remaining signal parts. These segments are
used for feature generation, including a preprocessing step, and the following
selection of the most relevant feature set. ȑ͟͢͝, ͟͜͟Ȓ These steps of data
preparation are of great importance due to the impurity of real-world data
and the improvement in pattern quality ȑ͟͜͠Ȓ.
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Standardization is a common data preprocessing method applied to multi-
scale data for data normalization ȑ͟͜͟Ȓ. In standardization, the distribution
of a feature ຌ is scaled to a standard distribution with a mean of zero and
a variance of one ȋEquation ͢Ȍ, which is supposed to improve model train-
ing ȑ͟͜͡Ȓ as the imbalance of features spanning large value ranges can be
compensated.

ຌᛲᒄ =
ຌᒄ − ᄭ
ᄴ

ȋ͢Ȍ

Whenworking with categorical values, such as batchesℬ1, ℬ2, and ℬ3, encod-
ing needs to be carried out during data preprocessing. In oneǦhot encoding,
categorical variables are converted to binary representations such that each
category is represented by a specific bit ȋsee Table ͞Ȍ.

Table ͞: Using the one-hot encoding method, the binary representation of batch ℬ1 can be
found as ⟨1, 0, 0⟩.

Categorical value Binary representation
Bit ℬ1 Bit ℬ2 Bit ℬ3

Batch ℬ1 ͝ ͜ ͜

Batch ℬ3 ͜ ͜ ͝

Further preprocessing steps might be necessary when dealing with multivari-
atedata. These includedata alignment strategies foraligning data points from
sensors with different sampling rates, as well as dimensionality reduction
methods to reduce the complexity of a dataset.

Simple approaches for aligning one signal to another include interpolation,
resampling, and signal stretching. When both signals are aligned in general
but sample data points at different times, interpolation methods ȑ͟͜͢Ȓ can be
used to find the expected values of the first signal at the sample times of the
second signal. Resampling refers to an alignment procedureof two time series
with different frequencies. Here, the objective is to adjust the data points of
both signals to a common frequency using interpolation methods to fill in
gaps. In signal stretching, the timestamps of one signal are scaled linearly
to match the timestamps of the other signal. Such methods work well only
when considering simple and linearly scaled time series without noise ȑSͤȒ.
Thus, non-linear approaches for data alignment are researched. These in-
clude methods such as dynamic time warping ȋDTWȌ ȑͣ͟͜Ȓ, DTW Barycenter
Averaging ȑͤ͟͜Ȓ, and Diffeomorphic Temporal Alignment Nets ȑͥ͟͜Ȓ.
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Given two sequences ຏ and ຐ with respective lengths ປ and ບ, the DTW
method can be used to find best alignment by computing the ປ×ບmatrixກ,
with each elementກᒄ,ᒅ corresponding to the squared distance of ຏᒄ and ຐᒅ as:

ກᒄ,ᒅ = (ຏᒄ − ຐᒅ)2 ȋͣȌ

The optimal alignment between both sequences can now be found as the path
through the matrixກ that minimizes the total aggregated distance. ȑ͟͜͝Ȓ

With the preprocessed and aligned sensor signals, features can be extracted
from the time series signals, describing relevant information in regard to
the desired prediction target. Common features in machining include the
arithmetic mean and average value, variance, skewness, and kurtosis. Further
features include the signal magnitude, signal power, peak-to-peak amplitude,
crest factor, and signal ratios. ȑͤ͟͝Ȓ Furthermore, feature engineeringdescribes
the procedure of creating custom features, characteristic for a given problem,
by combining original features through transformation functions based on
domain expertise ȑ͟͝͝Ȓ.

Based on the number of signals and feature extractions, the resulting number
of features can be rather large. Among these, it is likely that only a few contain
themajorityof the information. Asmodel training becomesmorechallenging
with higheramounts of features ȑ͟͝͞Ȓ, it is thus advised to select a subset of the
most important features. Feature selectionmethods include the computation
of an importance metric for each feature, selecting the ປmost important, or
the usage of greedy methods for selecting a subset of ປ features that together
have the best prediction results. For feature importance calculation, metrics
such as the Pearson correlation coefficient between feature and response
variable ȑ͟͟͝Ȓ, the coefficient of determination ȑ͟͝͠Ȓ, the statistical overlap
factor ȑ͟͝͡Ȓ, or joint mutual information ȑ͢͡Ȓ exist. Furthermore, one can
train a surrogate model that allows the assessment of feature importance and
uses these for feature selection ȑ͟͜͡Ȓ. To find the best subset of features one
can differentiate between the two iterative procedures forward selection and
backward elimination. In forward selection, a feature search starts with an
empty set of features, adding the feature that brings the most information
to the set each iteration. Contrarily, in backward elimination the process is
started with all features and the feature with the least information gain is
removed each iteration. ȑ͟͢͝Ȓ

As an alternative to feature selection, dimensionality reduction methods can
be used to transform “high-dimensional data into a meaningful representa-
tionof reduceddimensionalityǳ ȑͣ͟͝Ȓ, thereby reducing complexity, increasing
computational efficiency, and improving accuracy. Popular methods include
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singular value decomposition ȑͤ͟͝Ȓ and principle component analysis ȑͥ͟͝Ȓ.
More recently, VAN DER MAATEN ET AL. proposed the tǦSNE method for ͞D
or ͟D visualization of high-dimensional data ȑ͟͜͞Ȓ.

2.4.2 Machine Learning Fundamentals

AI refers to the intelligence of machines by perceiving their environment and
taking actions to optimize a specified goal ȑ͟͞͝Ȓ. As a field of AI, ML describes
methods throughwhich computers can learn patterns in datawithout explicit
programming ȑ͟͞͞Ȓ.

Categorization of Learning Task

Within the area of ML, one can differentiate between supervised learning,
unsupervised learning, and reinforcement learning. In supervised learning,
algorithms are trained with sets of feature vectors and the respective target
values, with the goal of finding the mapping between both. This mapping
can then be used to predict the expected outputs for unseen data. ȑ͟͟͞Ȓ In
unsupervised learning there is no target data. It is rather the job of the algo-
rithm to find patterns within the provided data ȑ͟͞͠Ȓ. Finally, reinforcement
learning is characterized by an agent taking actions in an environment in
order to maximize a specific reward. Through this, the agent has to explore
novel actions and thereby learns which actions lead to the highest rewards
for each situation faced. ȑ͟͞͡Ȓ

ML-problems can be grouped based on the learning task. In classification
tasks, the objective is to classify samples as one of many distinct categories.
Contrarily, regression problems aim at predicting a continuous response
variable based on the input data. Segmentation tasks aremostly seen in image
data but can also be applied to time series data. Segmentation describes the
challenge of associating every pixel of an image or value of a time series
with its respective meaning. In novelty detection, the target is to identify
novel samples that are outside the expected distribution of the data, also
known as outliers. This can be achieved by training the algorithm with
data only from the expected distribution. Domain adaptation refers to the
task of adapting data from one domain to another, which proves useful for
efficient model training. A further task is metric learning, which aims at
computing a metric indicating the similarity of two samples ȑ͟͢͞Ȓ. Finally,
active learning follows the idea of the ML-algorithm learning from fewer, but
more significant samples, needing an information source, such as a human,
for labeling relevant, but so far unlabeled, data ȑͣ͟͞Ȓ.
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Algorithms

Due to the large number of algorithms and methods proposed for ML, a
comprehensive review is not feasible within this study. Instead, the main
concepts used in this work are introduced briefly.

One of the most basic ML-algorithms are decision trees ȑͤ͟͞Ȓ, which are
sequential models. Each sequence consists of a simple test, such as the com-
parison of a feature value to a predefined threshold, for splitting the search
space. This procedure is repeated recursively, until a terminal node, also
known as leave node, is reached. A greedy search algorithm is used to find
the best split at each node. ȑͥ͟͞Ȓ The best split is defined as the combination
of splitting feature and splitting value that maximizes the purity of the two
resulting subsets. For regression trees, the squaredǦerror metric is used as
node impurity measure, whereas classification trees utilize themisclassificaǦ
tion error, Gini index, or crossǦentropy as an impurity measure. ȑ͟͟͜Ȓ Popular
decision tree algorithms are Cͤ.ͥ ȑ͟͟͝Ȓ and CART ȑ͟͟͞Ȓ.

Besides using a single classifier, the usage of multiple classifiers, such as
bagging and boosting approaches are found to be successful. The central
idea of using multiple classifiers, also known as ensembles, is that many
weak classifiers can outperform a single, highly-optimized classifier ȑ͟͟͟Ȓ. In
bagging, an ensemble of identical classifiers is built using different subsets
of the training data ȑ͟͟͠Ȓ. Building on the idea of bagging, random forest
ȋRFȌ adds algorithm randomization by learning many different base-level
classifiers ȑ͟͟͡Ȓ, which is considered one of the best performing ensemble
classifiers ȑͥ͟͞Ȓ. Similar to bagging, boosting approaches also train several
identical model instances on different training data subsets. However, in-
stead of a random subset selection, the performanceof the learning algorithm
is tracked, and further subsets are drawn favoring inaccurately learned in-
stances. ȑ͟͟͢Ȓ Methods utilizing boosting are AdaBoost ȑ͟͟͢Ȓ, XGBoost ȑͣ͟͟Ȓ,
and Boosted Regression Trees ȑͤ͟͟Ȓ.

For the task of novelty detection LIU ET AL. propose isolation forests, a spe-
cific variation of decision tree ensembles. While traditional novelty detection
methods focus mostly on normal instance profiling, isolation forests isolate
anomalies. This is achieved using the two main properties of anomalies: the
fact that they are in the minority and that they are very different from normal
data. Therefore, when constructing decision trees that isolate every instance,
anomalies are found closer to the tree root than normal data on average. ȑͥ͟͟Ȓ

SVMs are based on the theories proposed by VAPNIK ET AL. ȑ͟͜͠Ȓ. For given
input data and class labels, a hyperplane is determined that best separates the
data. This boundary is placed and oriented between the two classes in such a
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fashion that themargin among the closest samples of each class is maximized.
These closest samples are called support vectors. For non-linear classification
tasks, kernel functions can be applied. ȑ͟͠͝Ȓ Thereby, the data is mapped into
a higher dimensional spacewith the goal of finding an optimal hyperplane for
data separation in that space. Common kernel functions include the linear
kernel, the polynomial kernel, and the rbf kernel. ȑ͟͠͞Ȓ

As a specific type of SVM,One-Class SVMs are used for novelty and anomaly
detection. To do this, the underlying distribution of the normal data is
modeled ȑ͟͟͠Ȓ. This can be achieved by finding the boundary around the
dataset, which can be described by the trained SVM’s support vectors ȑ͟͠͠Ȓ.

The kNN algorithm is a memory-based classifier that requires no trained
model. Given a query point ລ0, the ຘ closest points to ລ0 from memory are
selected and used toclassify ລ0 usingmajority voting of the ຘ neighbors found.
As data might be from different magnitudes, a prior data standardization is
suggested. ȑ͟͟͜Ȓ For the central aspect of distance calculation, a variety of
metrics can be used, including: Euclidean distance, Chebychev distance, city
block distance, correlation distance, cosine distance, Mahalanobis distance,
and Spearman distance ȑ͟͠͡Ȓ.

The evidence accumulation clustering algorithm allows for the detection
of several clusters without the need for prior specification of the expected
number of clusters. To do this, a large number of rather compact clusters
are computed initially, using a kǦmeans clustering ȑ͟͢͠Ȓ. This procedure is
repeated multiple times with random cluster initializations. Subsequently,
a voting procedure is used to find the most popular cluster association of
each sample among the different random initializations. The resulting co-
association matrix is evaluated by aminimum spanning tree algorithm ȑͣ͟͠Ȓ
to recover natural clusters. ȑͤ͟͠Ȓ

ANNs, specifically feedforward neural networks or multilayer perceptrons,
are used to approximate a function ດᛲ by finding a mapping ຦ = ດ(ລ; ᄩ) with
ᄩ being the set of learned parameters. In feedforward neural networks, there
is no information feedback within the model as can be seen in recurrent
neural networks. The network structure is represented by the sequential
application of many functions, such that ດ(ລ) = ດ(3)(ດ(2)(ດ(1)(ລ))) when
considering a three layer network. Here, the length of the chain corresponds
to the depth of the network. The last layer is called the output layer while the
remaining layers are called hidden layers. The width of each layer is defined
by the number of respective units, or neurons, processing the information of
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the previous layer in parallel. ȑͥ͟͠Ȓ Given the input values ລᒄ, their respective
weights ຤ᒄ, and bias ຐ, the output of each unit can be found as:

ℎ(ລ) =
ᒉ

ᙌ
ᒄ=1

຤ᒄລᒄ + ຐ ȋͤȌ

Then, an activation function ᄷ(ℎ) is applied to the calculated sum to derive
the output of that neuron ȑ͟͜͡Ȓ. Thereby, nonlinear functions can be approx-
imated ȑ͟͟͜Ȓ. Common activation functions include sigmoid ȋEquation ͥȌ
and rectified linear unit ȋReLUȌ ȋEquation ͜͝Ȍ, among others ȑ͟͜͡Ȓ.

sigmoid ᄷ(ℎ) =
1

1 + e−ᒃ
ȋͥȌ

ReLU ᄷ(ℎ) = ᗞ
ℎ, ℎ > 0
0, ℎ ≤ 0

ȋ͜͝Ȍ

ANNs can be trained using backpropagation to adjust the weights and bias
according to the observed training data. To do this, an error rate, also known
as cost function, is computed, judging the prediction of the network based
on the ground truth label. The computed error is then cascaded backwards
throughout the network, adjusting theweights such that the error rateswould
decrease in consecutive runs. To do this, optimizers such as gradient descent
or Adam ȑ͟͡͝Ȓ can be used to find the best adjustments of weights and bias
per neuron.

Model Lifecycle

Throughout the lifecycle of an ML-model, different phases exist. These
phases are formalized as the CRISPǦMLȋQȌ process model by STUDER ET
AL., expanding the established data mining process model CRISPǦDM ȑ͟͟͡Ȓ
to ML-applications. The sequential steps of the CRISPǦMLȋQȌ model are
modeling, evaluation, deployment, and monitoring and maintenance. ȑ͟͡͞Ȓ

Initially, training data needs to be generated. This involves the acquisition of
data and the subsequent annotation to enable supervised learning. While
for time series classification this involves the assignment of a single label,
in semantic image segmentation images need to be annotated pixel-wise.
To reduce annotation efforts, weak supervision approaches, which include
point clicks ȑ͟͡͠Ȓ, bounding boxes ȑ͟͡͡Ȓ, and scribbles ȑ͟͢͡Ȓ are researched
for creating segmentation masks, however, while these approaches require
less human effort they were found to yield reduced prediction accuracies
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compared to conventionally annotated images ȑͣ͟͡Ȓ. A more sophisticated
procedure is proposed in ȑͤ͟͡Ȓ, requiring the user to annotate the images
initially with bounding boxes, then automatically converting these into pixel-
wise annotations, and finally tasking the user to correct faulty predictions
through corrective clicks. Another approach is presented by BRAGANTINI ET
AL., dividing each image into subregions, which are subsequently embedded
using deepmetric learning. Then, the user is shown the representation of the
data in the metric space and tasked to assign class labels to the observable
clusters which can be applied to all corresponding subregions in the original
image space. ȑͥ͟͡Ȓ Thus, using such methods the generation of training data
can be made more efficient.

With annotated training data available, amodel has to be selected and trained
to satisfy the respective constraints and requirements. As there is no model
that fits best for all problems ȑ͟͢͜Ȓ, model selection needs to be done in
relation to the available data. Besides selecting the type of model, model-
specific hyperparameters can be adjusted to adapt the respective model
towards the data ȑ͟͢͝Ȓ. This procedure of finding the best instance of a model
is known as hyperparameter optimization. Methods for finding optimized
hyperparameters include grid search ȋsampling every specified parameter
combinationȌ, random search ȋsampling randomconfigurations fromdefined
spaceȌ ȑ͟͢͞Ȓ, Bayesian optimization ȑ͟͢͟Ȓ, and genetic algorithms ȑ͟͢͠Ȓ. ȑ͟͡͞Ȓ

As an alternative, automated machine learning ȋAutoMLȌ ȑ͟͢͠Ȓ and neural
architecture search ȑ͟͢͡Ȓ are recent trends in ML, which provide automated
frameworks for model selection and hyperparameter optimization and ANN
architecture optimization. Using such frameworks, the user needs to for-
mulate the general learning task and provide the required data while the
framework handles model selection, optimization, and training, returning
a fitted model for inference. Comparing a variety of AutoML tools, EBADI
ET AL. find that these are useful but can not replace all human input ȑ͟͢͢Ȓ.

In the evaluation phase, the performance of the trained model is validated
using a testing dataset, which is a subset of the available data that is not
being used for training or hyperparameter optimization. Once trained and
validated, the model can then be deployed for operational use. Therefore,
hardware needs to be selected that fulfills the computational requirements
of model inference. In the final monitoring and maintenance phase, the
prediction performance of the model is monitored throughout time. Model
updating through retraining can be carried out if a divergence is noticed or if
themodel needs to be operated outside the conditions it was trained on. ȑ͟͡͞Ȓ

͢͠



͢.ͤ DataǦdriven DecisionǦMaking

2.4.3 Neural Network Architectures for Image Processing

Especially for the area of image processing, CNNs have become a promising
alternative. CNN architectures typically consist of two parts: an initial convo-
lutional part and a subsequent fully connected part. In the convolutional part,
alternating convolution and pooling layers are used which detect translation
invariant features, while the fully connected part uses the detected features
as inputs for predicting the desired response variable. ȑͣ͟͢Ȓ In convolution
layers, trainable kernels, with small spatial dimensionality but spanning the
full depth of the input, are iterated over the input data to compute feature
maps. Thereby, the trainable parameters are reduced significantly as only
the kernel values are trained, and no individual weights are assigned as in
fully-connected layers. ȑͤ͟͢Ȓ Here more sophisticated features can be rec-
ognized when using a sequence of such convolution layers. In pooling or
sub-sampling layers, the complexity for further layers is reduced. This is
achieved by dividing the image into subregions and computing a value for
each region such as the maximum or average value. ȑͥ͟͢Ȓ

Image Segmentation Networks

For image segmentation tasks, specific types of CNNs emerged that predict
not a single class, but a semantic label mask, which contains information
about the class membership of each input pixel. These architectures typically
consist of an encoder-decoder architecture.

The U-Net model was proposed for small-sized datasets such as seen in
biomedical imaging and is named after its U-shape. The network contains
an encoder part and a symmetric decoder part, with skip connections, which
concatenate entire feature maps from the encoder part to the upsampled data
of the decoder part. Thereby, context information is obtained, improving the
localization of high-resolution features. ȑͣ͟͜Ȓ Based on the original U-Net
architecture, several extended networks such as UǦNetϊϊ ȑͣ͟͝Ȓ and attention
UǦNet ȑͣ͟͞Ȓ are proposed.

The LinkNet architecture was developed with a light-weight structure for
usage in mobile devices and real-time segmentation. Therefore, its encoder
uses the ResNetͨ͡ architecture ȑͣ͟͟Ȓ with fewer parameters than other seg-
mentation approaches. The novel encoder-decoder architecture incorporates
spatial information from the encoder directly into the decoder. Thereby,
accuracy and computational performance are increased. ȑͣ͟͠ Ȓ

The PSPNet architecture is a novel architecture containing a pyramid poolǦ
ing module for better utilization of global scene information. The usage of
context information in deep neural networks is indicated by the size of the
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receptive field, which is found to be smaller than theoretically assumed for
CNNs, especially for high-level layers ȑͣ͟͡Ȓ. Thus, ZHAO ET AL. propose the
usage of a hierarchical global prior, which contains information at different
scales and different subregions, known as the pyramid pooling module. In
their proposed architecture, a ResNet model ȑͣ͟͟Ȓ is used to generate the
feature map that is analyzed by the proposed module consisting of four dif-
ferent pyramid scales. Each scale is analyzed individually, and the results are
upsampled to the original feature map size using bilinear interpolation and
combined as global prior. This prior is concatenated to the original feature
map and analyzed by a subsequent convolution layer. Thereby, the final
feature map is generated, which leverages contextual information obtained
at different scales. ȑͣ͟͢Ȓ

DeepLabv3 uses atrous convolution ȑͣͣ͟Ȓ for the extraction of dense feature
maps. Through different atrous rates, sampling rates, and field-of-views,
multiscale information is encoded. ȑͣͤ͟Ȓ This approach is extended as the
DeepLabv3φ architecture, which combines the advantages of spatial pyramid
pooling and encoder-decoder methods. To achieve this, an encoder-decoder
architecture is used with a simple decoder module and original DeepLabv͟
model as the encoder module. The features generated by the encoder are
bilinear upsampled by a factor of four and concatenated with the respective
low-level features from the encoder layer at the same resolution. These
low-level features are flattened using a ͝x͝ convolution. Subsequently, ͟x͟
convolutions are carried out before another bilinear upsampling of a factor
of four to derive the segmentation result. ȑͣͥ͟Ȓ

Generative Adversarial Networks

Generative adversarial networks ȋGANsȌ were first introduced by GOODFEL-
LOW ET AL. for data generation and can be used to generate artificial data for
training subsequent ML-models ȑͤ͟͝Ȓ. They consist of a generator model ๻
with the goal of capturing the data distribution to generate synthetic data
and a discriminator model 𝐷, which estimates the probability of a sample
being generated by ๻ or from the training dataset. Thereby, both algorithms
are trained in parallel as aminǦmax game, leading to the generator generating
better data and the discriminator getting better at finding generated samples.
When using multilayer perceptron networks for ๻ and 𝐷, backpropagation
can be used for training. ȑͤ͟͜Ȓ

While GANs allow the generation of synthetic data, there is no control of
which type of data is generated. When desiring the creation of specific type
of data, such as images corresponding to a specific class label, the model can
be conditioned with such additional information to steer the data generation
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process. This is achieved in conditional generative adversarial networks
ȋcGANsȌ, using extra information, such as the class label, as an additional
input for both the generator and the discriminator model. ȑͤ͟͞Ȓ In imageǦtoǦ
image translation, the objective is the translation of one image representation
ȋsourceȌ to another ȋtargetȌ. This translation can be learned using cGANs.
To do so, the generator is fed with the source images instead of random noise,
while the discriminator needs to distinguish between target images and the
generated images. ȑͤ͟͟Ȓ

Thepix2pix architecture is suchan image-to-image translationnetworkusing
GANs in a conditional setting. The generator and discriminator architectures
are based on ȑͤ͟͠Ȓ using modules of type convolutionǦBatchNormǦReLu ȑͤ͟͡Ȓ.
In general, to avoid the single bottleneck layer of traditional encoder-decoder
networks, a U-Net-based structure with skip connections is used for the
generator. Furthermore, the discriminator is designed such that only patch-
scale structures are penalized. ȑͤ͟͟Ȓ As an extension, WANG ET AL. propose
the pix2pixHD architecture for the translation of high-resolution images,
featuring anovel adversarial loss aswell asoptimizedmultiscalegeneratorand
discriminator architectures. For the generator functionality, two subnetworks
are used: the global generator network ๻1 and the local enhancer network ๻2,
both operating at different image resolutions. During training, ๻1 is trained
first, followed by ๻2 and a final fine-tuning step of both networks together.
As discriminator, three identical sub-discriminators 𝐷1, 𝐷2, and 𝐷3 are used,
which analyze the image at the original scale ȋ𝐷1Ȍ as well as downsampled by
a factor of two ȋ𝐷2Ȍ and four ȋ𝐷3Ȍ. Thereby, both the generation of globally
consistent images and creation of fine details can be achieved. ȑͤ͟͢Ȓ

2.4.4 Performance Evaluation

Performance metrics are used to evaluate the prediction performance of the
respective model. Based on the learning task, different types of metrics are
commonly used.

Given the number of true positives ȋຈຄȌ, false positives ȋ๺ຄȌ, false negatives
ȋ๺ຂȌ, and true negatives ȋຈຂȌ, classification metrics for binary classifications
can be computed. These include the accuracy, recall, precision, and F͡ score.

Accuracy =
ຈຄ + ຈຂ

ຈຄ + ๺ຂ + ๺ຄ + ຈຂ
ȋ͝͝Ȍ

Recall =
ຈຄ

ຈຄ + ๺ຂ
ȋ͝͞Ȍ
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Precision =
ຈຄ

ຈຄ + ๺ຄ
ȋ͟͝Ȍ

F͝ Score = 2 ∗
Precision ∗ Recall
Precision + Recall

ȋ͝͠Ȍ

For image segmentation the prediction of each pixel is classified as ຈຄ, ๺ຄ,
๺ຂ, or ຈຂ. Thereby, the pixelǦwise accuracy can be computed as shown in
Equation ȋ͝͝Ȍ. As the pixel-wise accuracy is not robust regarding imbalanced
datasets, the IoU and mIoU scores are more commonly used in image seg-
mentation ȑͤͣ͟Ȓ. The IoU score of class ຖ is defined as the intersection of
the predicted area and the actual ground truth area, divided by the union of
predicted and ground truth area ȋsee Equation ͝͡Ȍ.

IoU =
ຈຄ

ຈຄ + ๺ຄ + ๺ຂ
ȋ͝͡Ȍ

Given the IoU scores of all ປ classes, the mIoU score can be calculated as:

mIoU =
1
ປ

ᒉ

ᙌ
ᒄ=1

IoUᒄ ȋ͢͝Ȍ

2.5 Research Outline
As seen in the previous sections, deviations among material batches of the
same specified grade are expected due to in-tolerance deviations in the manu-
facturing process, leading to deviations in machinability. As shown in Table ͝,
page ͣ͝, individual testing is required for optimized machining but the re-
quired efforts for material testing make it infeasible. Analyzing the various
material identification systems, it is shown that while there is no research
for material batch identification in machining, the general identification
of different materials is possible as process monitoring. As the impact of a
degrading tool condition on the machining signals is expected to be more
significant than a change in material batch machinability, TCM systems are
reviewed for tool condition assessment. It is found that especially image
segmentation using ML-approaches is a promising choice, however, there is
little research on effective mutliclass wear defect identification considering
not only the image segmentation, but also the involved data annotation and
model adaptation to new environments. Furthermore, for operational use,
strategies need to be derived that allow for efficient retraining when the envi-
ronmental conditions change. Thus, based on the solution approaches found,
Figure ͢͝ shows the identified research needs for addressing the requirements
defined in Chapter ͝. Aggregating the individual research needs, the central
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research question can be worded as: Is it possible to identify deviations in
machinability among material batches in situ and optimize the machining
process accordingly using machine learningǫ

Requirement Research need Section

N2:

N1:

N3:Detection of novel batches and
classification of known batches

Classification algorithm for in situ
material batch recognition using ML

Routine for batch adaptive machining

Novelty detection approach for
identification of novel material batches

͡.͝ ͡.͞.͝

͠.͞.͞

͠.͞.͝

Process optimization regarding
machinability deviations among
material batches

R1:

R2:

N4:Process optimization without
available ground truth data

Unsupervised learning for material batch
assessment ͠.͞.͟R4:

N5:Automated characterization and
integration of novel batches

Characterization routine using TCM for in
situ machinability assessment ͡.͞.͞R5:

N6:

Continuous model improvement

Model retraining routine for continuous
model improvement and adjustment of to -
be-predicted material batches

͡.͞.͟
Unknown number of batchesR3:

R6:

Nͣ:Detection and differentiation of
various wear defects

Methods for multi-class image
segmentation using ML ͟.͞Rͣ:

Nͤ:

Nͥ:

Synthetic training data generation

Effective adaptation to new
environments

Few-shot learning for data annotation

͟.͠

͟.͟Rͤ:

N10:Individually usable modules Creation of a service-based architecture ͡.͟Rͥ:

N11:Effective integration into modern
machine tools

Data handling and feature generation
pipeline to utilize internal machine signals ͠.͝R10:

Figure ͢͝: Based on the requirements and the solution approaches found research needs can
be identified.

Solution Overview

To solve the research question, a smart manufacturing system capable of
executing the necessary routines is needed. In Figure ͣ͝ an overview of
the proposed system is shown. A TCM system is used prior to machining
to assess the initial tool condition, thereby allowing for elimination of the
tool condition’s impact on the machining signal. During machining, the
internal machine data is observed and preprocessed to extract generalized
and information-dense features. These are used to initially decide whether
the current material batch is a novel one, and subsequently to carry out
material batch classification for known batches and material batch cluster-
ing for unknown ones. Finally, this information is used to assess historic
knowledge associated with the identified material batch, transferring it to
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the current cutting operation for the recommendation of corrective actions
to the operator.

For novel material batches, an automated material batch characterization
routine is carried out. This involves two machining operations at different
cutting parameters to assess the respective tool life and to construct amachin-
ability model. Similarly, this procedure can be used for continuous model
improvement by using tool life as groundtruth machinability data.

Both for the material characterization as well as for the parameter recom-
mendation, the condition of the cutting tool plays a central role. Thus, an
advanced TCM system is constructed using a CNN to assess cutting tools
regarding various types of defects. For an efficient model adjustment process
to new environments, domain adaptation and effective annotation meth-
ods are proposed, which reduce the required manual effort for training data
generation.

Tool condition monitoring

Automated
material

characterization

Material batch identification
& process optimization

D
at

a

Novelty

Retraining

Training data generation

Retraining

Tool condition Tool life

Images

Continuous improvement

Predictions
OperatorOperator

Figure ͣ͝: Overview of the needed components.

Differentiation

The topics of process monitoring and tool condition monitoring are re-
searched intensively by a variety of researchers. In both areas, especially
the usage of ML has become a popular trend in recent years. Thus, there are
several publications and research fields closely related to this work. However,
there is no approach that investigates the topic of a smart system for material
batch identification as presented in this work, which is shown in Table ͟.

Among the TCM research, BERGS ET AL. propose the usage of U-Net for
image segmentation of cutting tools ȑ͢͞͠Ȓ and rule-based wear metric calcu-
lation ȑ͢͞͡Ȓ. They find, that while this model yields good prediction results,
it is better to train individual models for different types of cutting tools rather
than a generic model for all types. In their study, they hint towards the
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Table ͟: Certain aspects of the defined research needs are investigated in related studies ȑ͝, ͥ,
͢͡, ͤ͟, ͜͜͝, ͢͞͠, ͢͞͡, ͣ͢͞, ͥ͢͞Ȓ.

Research Need BE
RG

S
ET

AL
.

TR
EI

SS
ET

AL
.

RE
N

ET
AL

.

LI
U

ET
AL

.

D
EN

KE
N
A

ET
AL

.

LI
N

ET
AL

.

LU
TZ

N͝: Routine for batch adaptive machining

N͞: Classification algorithm for in situmaterial batch
recognition using ML

N͟: Novelty detection approach for identification of
novel material batches

N͠: Unsupervised learning for material batch assess-
ment

N͡: Characterization routine using TCM for in situ
machinability assessment

N͢: Model retraining routine for continuous model
improvement and adjustment of to-be-predicted ma-
terial batches

Nͣ: Methods for multi-class image segmentation us-
ing ML

Nͤ: Synthetic training data generation

Nͥ: Few-shot learning for data annotation

N͜͝: Creation of a service-based architecture

N͝͝: Data handling and feature generation pipeline
to utilize internal machine signals

usage of GANs for data generation without showing concrete concepts or
actual results. Furthermore, their analysis is limited to the detection of flank
wear. ȑ͢͞͠Ȓ

A further step is taken by TREISS ET AL., who use the U-Net architecture
for the segmentation of the three different wear defects flank wear, BUE,
and chipping. Besides the investigation of U-Net for multi-class segmenta-
tion, they propose the integration of an uncertainty estimation, enabling a
human expert to manually annotate and assess images with estimated low
prediction quality. The proposed human-in-the-loop procedure could be
considered a data annotation method, however, the primary purpose of the
study is to increase model transparency rather than improving the task of
data annotation. ȑ͢͢͞Ȓ
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Another TCM research is presented by REN ET AL. They useML-based image
segmentation for the binary segmentation of flank wear. Furthermore, they
utilize transfer learning by pretraining their networks on public datasets to
improve the training speed. ȑͣ͢͞Ȓ

Domain adaptation using deep adversarial transfer learning is proposed by
LIU ET AL. While they focus on predicting the remaining useful life as part
of TCM, they are using time series data rather than image data. ȑͥ͢͞Ȓ

Regarding the topic of material identification process parameter identifica-
tion, active research is carried out by DENKENA ET AL. In their research, they
investigate process monitoring systems for the identification of different ma-
terial pairs: two steels of different grades and aluminum-steel. They achieve
promising results with a variety of ML-methods and propose optimized cut-
ting parameters for the identified materials, allowing for material-adaptive
machining ȑ͝Ȓ. In their research, the challenges associated with material
batches such as novelty detection are not considered. ȑͥ, ͢͡, ͤ͟Ȓ

Finally, anapproach forunsupervisedmaterial batchclassification isproposed
by LIN ET AL. for the classification of similar wooden boards based on color.
Similarities can bedrawn from theunsupervised approach, however the scope
of the study is limited to the material identification method. ȑ͜͜͝Ȓ

Research Overview

In the following chapters, approaches are presented to satisfy the defined re-
searchneeds. Initially, inChapter ͟, methods forefficient imagesegmentation
are proposed. These include methods for multi-class image segmentation as
well as procedures for efficientmodel training. Subsequently, Chapter ͠ intro-
duces the methods for handling time series data including the approaches for
novel material identification, batch classification, and batch clustering. With
the findings of both previous chapters, Chapter ͡ proposes the central smart
manufacturing system with several routines for parameter recommenda-
tion, continuous retraining, automated material characterization, and novel
scene adaptation after introducing the batch-specific parameter optimization
procedure.
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3 Image Segmentation for LowVolume and
Highly Diverse Datasets

In this chapter, a novel method for effective image segmentation is proposed.
This method does not only include the segmentation model to derive a
semantic label mask based on the raw image supplied by a camera itself, but
also proposes necessary methods for effective training data annotation and
efficient adaptation to novel scenes through domain adaptation.

In Section ͟.͝ the architecture of the visual TCM system is introduced. Fur-
thermore, the available data and its variance is detailed regarding both the
different types of semantic labels visible and the influence of external factors.
Thereby, the term scene is derived, specifying a set of constant influencing fac-
tors. In the following section, image segmentation methods that focus on the
different aspects accuracy and computational efficiency are shown. Thereby,
a target-specific procedure can be derived. Thesemethods are adapted for the
detection of all defined semantic labels. In Section ͟.͟, methods are proposed
for an efficient data annotation process. This involves a procedure to support
a process expert while annotating images. In the final section, methods are
proposed to leverage existing training data when training a model for a novel
scene.

These results were also investigated in student works supervised by the au-
thor ȑS͟ȂS͡, Sͣ, Sͥ, S͜͝Ȓ. Furthermore, the following patent applicationswere
submitted ȑP͟ȂP͡Ȓ and parts of the proposed methods were made available
through scientific publications ȑP͢ȂPͥȒ.

3.1 Visual Tool ConditionMonitoring
As described in Section ͞, the usage of optical data is a viable alternative for
TCM systems, enabling detailed wear analysis. For this procedure, a visual
TCM system consisting of a microscope camera with integrated illumination
to take a micrograph of the cutting tool is used. The camera is connected to
a computation unit to analyze the micrograph, which provides an interface
to a human operator or other technical systems for showing the computed
information. The technical details are shown in Chapter ͢.

In this section, the TCM domain is analyzed further to derive relevant se-
mantic classes. Additionally, environmental factors influencing the visual
appearance of a tool’s micrograph are detailed.
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3.1.1 Domain Analysis

In subtractive manufacturing various types of tool degradation can be ob-
served. For the defect categorization, the approach proposed by LANZETTA
is used: The different wear morphologies are grouped into wear defects and
breakage defects. The wear defects include the classes: inner and outer chip
notch, flank wear, crater wear, peening wear, BUE, primary and secondary
groove, and chip breaker groove wear. The breakage defects include the types:
degeneration of wear, catastrophic failure, breaking, thermal softening and
plastic flow, and chipping. ȑ͜͟͞Ȓ With the addition of the generic class backǦ
ground representing any object visible in the background of the image and
the class tool representing the undamaged part of the cutting tool, all areas
of an image of a cutting tool can be sufficiently described ȋsee Figure ͤ͝Ȍ.
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Degeneration of wear
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Figure ͤ͝: Hierarchy of all defect classes.

Thebackgroundof the imagecontainsmostlyareasof uniformcolor. In some
cases, the shadow of the cutting tool insert can be seen in the background.
Also, structures from elements in the back of the scene might be visible in
this region. Due to the short focal depth of the used cameras and the focus
on the flank of the cutting tool, any structures in the background are typical
very blurrily depicted and no sharp edges can be made out.

In contrast, the undamaged cutting tool itself is mostly in the focal plane
and thus depicted sharply. This class represents the areas of the cutting tool
that do not show any wear defects. Artefacts, such as chips or residue from
themachining process that are visible on the cutting tool, are considered part
of this class. Thus, the class consists of large and homogeneous faces and
small freckled areas.

The differentwear defects usually span medium to small areas within the
image. While somedefects such as flank wear or crater wear forma connected
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wear region, otherdefects such as BUEmight appearmultiple times, scattered
along the cutting edge. Typically, wear defects are visible near the cutting
edge with each type of defect appearing on a characteristic face of the cutting
tool. Wear defects have their own distinct visual appearance based on the
underlying wear mechanisms.

Breakage defects are partly invisible, as parts of the cutting tool might be
brokenaway, thus showing thebackgroundof the scene instead. Furthermore,
with parts of the cutting tool breaking away, the new surface of the cutting
tool might be recessed further, causing them to be out of focus and appear
blurry. Generally, the various breakage defects can be described as merging
with the background and are identified by unusual borders. Breakage defects
are especially apparent when comparing the image with a reference image of
a fresh cutting tool.

͜͜͝ ϛm

Figure ͥ͝: The different image regions have their distinct visual appearance.

3.1.2 Analysis of TCM Domain Divergence

In this study, a scene ȋ໦Ȍ refers to a series of images taken at the same settings,
such as the field of view, camera, and illumination. Thus, images of the
same scene should only vary in the degree of wear while otherwise having a
similar visual appearance. In Figure ͜͞ sample images from various image
segmentation scenarios ȋscene A - CȌ can be seen. While the images within
the same scene show rather similar visual characteristics, only varying in
the degree of wear, significant differences can be observed when comparing
images from different scenes.

In this section, potential environmental factors influencing the visual prop-
erties of the images within a scene are investigated and detailed. Thereby,
scene-specific data adaptation is enabled, allowing for artificial manipulation
of the detected factors, which will be detailed in later sections.
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Figure ͜͞: Within TCM, distinct similarities can be seen within a scene while the visual
appearance between scenes varies significantly.

Analyzing the domain of cutting tool images, a variety of factors influencing
the visual appearance of cutting tool images can be found ȋsee Figure ͞͝Ȍ.
These factors can be broadly grouped in categories, including cutting tool,
machining process, and image acquisition. ȑPͤȒ

Cutting tool

Machining process

Image acquisition

TypeCoating

Base material Shape

Coolant and lubricant

Part materialCutting parameters

Machine tool system

Camera

Lens

Illumination

Image preprocessing
Visual
scene

variations

Figure ͞͝: Factors influencing the visual characteristics of cutting tool images, adapted
from ȑPͤȒ.

The cutting tool significantly impacts the visual appearance due to the main
criteria of type of tool, tool shape, tool material, and tool coating. There are
different types of cutting tools, such as drills, milling tools and cutting tool
inserts, which can be used for a variety of operations. The shape of cutting
tool inserts is defined in the industrial standard DINͤ͟͝͞, specifying several
tool geometries. Furthermore, the tool material and the tool coating impact
the appearance. Among the different coatings, the main groups are uncoated
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cutting tools, coatings using chemical vapor deposition, and coatings using
physical vapor deposition. ȑSͣȒ

The influenceof themachining process can be seen indifferentways. Firstly,
the type of cutting operation, the respective cutting parameters, and the
selected material influence the type and magnitude of the different wear
mechanisms and, thus, the expected tool defects ȋsee Section ͞.͟.͞Ȍ. De-
pending on the depth of cut and orientation of the cutting tool, the relative
position of the flank wear width and its extent might differ. Secondly, factors
of the machining process such as the coolants and lubrication influence the
scene differently. As the viscosity of the selected liquid can vary significantly,
different levels of residue remaining on the cutting tool can be expected ȑSͣȒ.
Other interfering objects can include chips ȑͤͤ͟Ȓ produced by the machining
operation. Thirdly, the technical image acquisition system might change
between scenes regarding its positioning in the machine tool environment,
visible background, and orientation in relation to the cutting tool. Further-
more, the optional presence of a tool cleaning system, such as compressed air,
influences the cleanliness of the cutting tool, avoiding partial defect masking
by residue.

Besides its placement, the actual image acquisition system itself is a major
influencing factor on the visual appearance. This unit typically contains a
camera, a lens, and an illumination. These all have properties influencing
how the cutting tool is portrayed. Main characteristics include the image’s
resolution, the focus distance, the perspective, and the effects of illumination
such as reflections and color shifts. Here, aspects such as limited installation
space leading to worse illuminations were noticed ȑͥ͜͞Ȓ. As part of the image
acquisition pipeline, respective preprocessing steps can also be noted. These
might include cropping, rotating, and zooming to a defined region of interest.

3.2 Image SegmentationMethods for Detection of
Different Types of Tool Wear

As shown in Section ͟.͝.͞, a variety of defects can be observed in the micro-
graphs of cutting tools, which all might convey different information to the
operator and allow for a more detailed representation of the complex wear
mechanisms. While classification models would only allow for the decision
of whether a sample as a whole belongs to one of many classes and regression
models would only allow for the prediction of predefined metrics, segmentaǦ
tion models offer the greatest level of detail, which can be further processed
for a variety of application-specific metrics ȋsee Figure ͞͞Ȍ. Thus, for holistic
condition and defect analysis, image segmentation must be used. Specifically,
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semantic image segmentation describes “the task of clustering parts of images
togetherwhich belong to the same object classǳ ȑͤͣ͟Ȓ. Adapting the semantic
segmentation task to TCM, the objective is to find each pixel’s semantic label,
with the semantic labels being background, undamaged part of tool, or any
defect described in Section ͟.͝.͝.

Classification

Tool condition: Serviceable

Regression

Flank wear width: 137 µm

Segmentation

Input image

Figure ͞͞: Compared to classification and regression models, segmentation models offer the
greatest level of detail.

While the integration into the smart manufacturing system and prototypical
implementation will be detailed in Chapter ͡, this section introduces the
proposed data processing pipeline for semantic image segmentation, which
can be seen in Figure ͟͞. In Section ͟.͞.͝, the usage of a reference image
in conjunction with the actual micrograph is introduced. Consecutively,
in Section ͟.͞.͞ the image analysis using one-pass segmentation networks
and in Section ͟.͞.͟ the image analysis using a window-based approach are
shown. Both alternatives are compared quantitatively and qualitatively in
Section ͟.͞.͡, deriving an optimized method. Furthermore, Section ͟.͞.͠
details how different condition metrics can be computed from the derived
semantic masks.

Preprocessing (3.2.1) Image segmentation

Camera 
image

Reference 
image

&

Window-based (3.2.2)

One-pass (3.2.3)

Optimized 
method 

Metric calculation (3.2.5)

(3.2.3)

Figure ͟͞: The camera image is preprocessed by adding a reference image. Consecutively, the
semantic label mask is derived by an image segmentation model, which is used to calculate
several wear metrics.
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3.2.1 Reference Image Integration

As shown in Section ͞.͟.͞, data from unworn tools was found as an important
source of information for deriving a tool’s condition, especially considering
that the original tool boundarymight be partially gone ȑͥ͝͠Ȓ. However, neces-
sary fine adjustments for reducing mapping errors, as needed for traditional
computer vision approaches, make it infeasible ȑͥ͝͠Ȓ. Here, a method is
proposed for incorporating reference images in the image analysis pipeline
not to provide a pixel-accurate difference, but rather to give context about
the expected visual appearance in a given region, see Figure ͞͠.

Reference image

Latest camera image

Figure ͞͠: Visualization of the tool contours for an undamaged reference tool ȋblueȌ and a
to-be-evaluated used tool ȋgreenȌ.

To achieve this, a reference image ȋຟȌ is taken of each new cutting tool before
the start of operation, using the same image acquisition procedure used to
take images throughout operation. Thereby, it can be ensured that the visual
appearance of both images are as similar as possible. This reference image
is now appended to each image ȋຢȌ taken throughout operation for analysis.
For a given scene, the assumption can be made that the absolute position
of the cutting tool in respect to the camera is always known, as the tool is
mounted to a toolholder, which is controlled by the machine’s NC. Therefore,
the position of the cutting edge within the acquired micrographs is known.
Thus, with a defined reference orientation and placement it is possible to
adjust potential misalignment through translation ȋͣ͝Ȍ and rotation ȋͤ͝Ȍ so
that the reference image matches the orientation and position of the actual
micrograph.

A necessary translation motion of pixel ຝ with coordinates ຝᒓ and ຝᒔ by an
offset of Δᒓ and Δᒔ can be expressed as:

ᗮ
ຝᛲᒓ
ຝᛲᒔ
ᗲ = ᗮ

ຝᒓ
ຝᒔ
ᗲ + ᗮ

Δᒓ
Δᒔ
ᗲ ȋͣ͝Ȍ
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and a rotation by ᄩ degree as:

ᗮ
ຝᛲᒓ
ຝᛲᒔ
ᗲ = ᗮ

c��(ᄩ) − �i�(ᄩ)
�i�(ᄩ) c��(ᄩ)

ᗲᗮ
ຝᒓ
ຝᒔ
ᗲ ȋͤ͝Ȍ

Once both images are aligned to each other, the data of the reference image
is stacked with the data of the original image. Thus, when using RGB images,
the preprocessed image ȋຣȌ can be expressed as a six-dimensional vector with
the RGB values of the to-be-evaluated image ȋຢȌ and the RGB values of the
reference image ȋຟȌ. These contextualized images can now be analyzed by
segmentation algorithms to derive the semantic label mask.

ຣ =

⎛
⎜
⎜
⎜
⎜

⎝

ຢred

ຢgreen

ຢblue

ຟred
ຟgreen
ຟblue

⎞
⎟
⎟
⎟
⎟

⎠

ȋͥ͝Ȍ

3.2.2 One-pass Image Segmentation

As shown in Section ͞.͟.͞, OneǦpass image segmentation methods, methods
which segment the image with one forward pass through the neural network,
show high potential for image segmentation in TCM. These networks typi-
cally consist of an encoder-decoder structure with one input neuron for every
pixel in the raw image and one output neuron for every pixel in the mask
representing the found class ȋsee Figure ͞͡Ȍ.

Input image Output image
Encoder Decoder

Convolutional layer Pooling layer Upsampling layer

Figure ͞͡: Encoder-decoder structure of a typical one-pass segmentation network.
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Within this field of image segmentation, a variety of network architectures
are proposed ȋsee Section ͞.͠.͟Ȍ. These networks are trainedwhile feeding the
network with pairs of images and their respective masks. Here it is important
that all images are of the same size, thus a resizing operation is needed to
ensure this property. As the cutting edge is rather horizontally shaped, a size
of ͜͝͞͠x͢͞͡ pixels is used. Preliminary experiments reveal that especially
LinkNet and DeepLabVͣPlus show great potential for image segmentation of
the cutting tools investigated in this work ȑP͢, PͤȒ. Compared to other seg-
mentation networks they showed the best overall mIoU score, as well as high
IoU for the present defect classes flank wear ȋIoUfwȌ, groove ȋIoUgrooveȌ, and
BUE ȋIoUBUEȌ. For their investigations of only segmenting flank wear, other
authors found good results with the UǦNet ȑͥ͜͞, ͢͞͠, ͢͢͞Ȓ and SegNet ȑͣ͢͞Ȓ
architectures.

However, one challenge seen when using such one-pass segmentation net-
works is that while the classes background and tool are identified with high
IoU scores for all algorithms, the defect classes, which are especially impor-
tant, have a significant lower identification accuracy. Other investigated
network architectures, such as FCN and SegNet, were not able to detect the
defect classes at all. ȑP͢Ȓ

3.2.3 Window-based Image Segmentation

In contrast to one-pass image segmentation, an iterative method based on
sliding windows is proposed. The general procedure of the algorithm can
be seen in Algorithm ͝. In an initial step, the contextualized image ຣ is
analyzed pixel by pixel. For each pixel-of-interest ȋຝȌ ຝᒄᒅ, a feature map ȋᄿȌ
is created based on the surrounding pixels within the window of size ຠ. This
feature map is then analyzed by the classifier ຕ(ᄿ), predicting the class of ຝᒄᒅ.
Thereby, the predicted mask ȋᙠ຤Ȍ is filled iteratively. In a second step, image
post-processing is carried out to remove noise from ᙠ຤.

Algorithm 1Window-based image segmentation procedure
procedure SEGMENTATIONȋᒑ, ᒂ, ᒎȌ

for all ᒋᕼᕽ ∈ ᒑ do ▷ Iterative segmentation
ᓍ ← GENERATE FEATURE MAPSȋᒑ, ᒋᕼᕽ, ᒎȌ
ᙠᒒᕼᕽ ← ᒂ(ᓍ)

end for
ᙠᒒᛳ ← DENOISEȋᙠᒒȌ ▷ Noise removal
return ᙠᒒᛳ

end procedure
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Generation of FeatureMaps

The feature map describes the area of the image surrounding the pixel-of-
interest that is used as input for the classifier ຕ to determine the class of
the pixel-of-interest. Thereby, not only the information about the pixel-
of-interest is taken into consideration, but also neighboring information
allowing for an evaluation of patterns nearby. Thus, for a window of size ຠ,
the feature map of pixel ຝᒄᒅ is defined as:

ᄿ = ຣ ᒄ−ᒎ/2<ᒓ<ᒄ+ᒎ/2
ᒅ−ᒎ/2<ᒔ<ᒅ+ᒎ/2

ȋ͜͞Ȍ

As the feature map definition allows for values outside the normal area of the
image, the border handling needs to be defined. Here, the border values are
extended outwards to fill in missing values. For a given ຝ with coordinates ລ
and ຦, the respective values can be found as:

ຝᒓᒔ = ຝ�i�(�a�(ᒓ,ᒓ0),ᒓ�a�),�i�(�a�(ᒔ,ᒔ0),ᒔ�a�) ȋ͞͝Ȍ

The proposed concept of feature map generation and value padding at the
image borders is shown in Figure ͢͞.

Image pixel Image border Padding Feature map

ᓍ4,2

ᓍ10,3

y
x

FM center

Figure ͢͞: Value padding and feature map generation.
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Class Prediction

The prediction of the class label can be carried out by a manually optimized
classification algorithm or by using automated approaches such as AutoML
and neural architecture search.

A CNN is used to predict the class of each ຝ using the information of the
feature map ȋsee Figure ͣ͞Ȍ. In preliminary studies, a network consisting
of an initial convolution part followed by a fully connected part was found
to show good prediction results ȑPͣȒ. In the first part, convolutional and
pooling layers are used in an alternating fashion. The network is designed
such that every convolutional layer consists of twice the number of filters
as the previous convolution. Furthermore, the size of the kernels is set to
͟ by ͟ pixels. In the fully connected part, two hidden layers are used. All
layers have ReLU activation functions with the last layer using a softmax
activation function. Analyzing various hyperparameters in a grid-search
manner, it is shown that the highest accuracies are achieved using either
four convolutional layers with ͢͝ kernels in the first layer, ͤ͝͞ neurons in the
hidden layer, and a window size of ͢͠x͢͠ pixels; four convolutional layers
with ͢͠ kernels in the first convolutional layer, ͤ͝͞ neurons in the hidden
layer, and a window size of ͤ͠xͤ͠ pixels; or five convolutional layers with
͢͝ kernels in the first convolution layer, ͟͞ neurons in the fully connected
layer, and window size ͤ͠xͤ͠ pixel. As smaller windows result in smaller
computing times, the window size ͤ͠ is preferred ȑPͣȒ.

Contrarily to manually designing the network architecture and optimizing
its hyperparameters, automated machine learning ȋAutoMLȌ provides meth-
ods for automating this process. Thereby, the machine learning expert only
needs to specify the learning task and provide the data and the respective
labels, while the AutoML-framework carries out network selection and hy-
perparameter optimization, returning a trained and optimized model for
operational use. However, one of the limitations of AutoML is the restriction
to the learning tasks that the respective framework offers. These are mostly
regression and classification tasks, but not image segmentation.

In this study, AutoML can thus be used for class prediction in the sliding
windowapproach. Thereby, AutoML frameworksoffering imageclassification
tasks can be utilized. The procedure is similar to the one shown in Figure ͣ͞.
However, instead of using a custom CNN network, the black box model
provided by the AutoML framework is used for class prediction. ȑP͢Ȓ
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Figure ͣ͞: Procedure of thewindow-based image segmentation approach using a custom CNN,
adapted from ȑPͣȒ.

Post-processing

Once the algorithm is executed for all frames, the resulting predictions are
recombined to the original shape of the image. Since the image is not ana-
lyzed as a whole, but each frame is analyzed independently of its neighboring
frames, noise is expected. Thus, the morphological operations closing and
opening are used to reduce noise in the resulting image. These are carried
out using an elliptically shaped kernel element ຓ of size ͣ by ͡, see Equa-
tion ͞͞. ȑPͣȒ

Training Procedure

Within the area of TCM, data imbalance is a common problem, as faulty
regions, the different wear defects, are less common than unworn regions.
Preliminary studies investigating theclassdistributionwithinastandard TCM
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use-case show that the classes background and tool appear in every image and
have rather high areas within those images, see Table ͠. Contrarily, the defect
classes flank wear, groove, and BUE are not visible in every image and make
up for less than ͜͝τ of all pixels combined. ȑPͣȒ Thus, a balancing operation
is needed during the training of such a model so that it only considers equal
amounts of feature maps from each class in the training data set. With 𝐶(ລ)
being the number of samples of class ລ, the smallest occurrence of a single
class ຒᒈᒄᒉ can be computed. Now, ຒᒈᒄᒉ samples are randomly drawn from
all classes, thus generating a balanced training dataset of feature maps Φᛲ

with the respective labels 𝐶ᛲ. ȑPͣȒ

ຓ =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 1 0 0 0
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
0 0 0 1 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎦

ȋ͞͞Ȍ

Table ͠: Exemplary distribution of wear defects in a typical TCM dataset in regard to the
percentage of pixels showing the respective defect ȋpixel percentageȌ and the ratio of images
containing each defect independent of its size ȋimage percentageȌ, adapted from ȑPͣȒ.

.

Back-
ground

Tool Flank
wear

Groove BUE

Pixel percentage ͥ͟τ ͡͠τ ͢τ ͝τ ͝τ

Image percentage ͜͜͝τ ͜͜͝τ ͥͣτ ͣ͟τ ͢͡τ

To train the window-based image segmentation model, a training dataset of
images ຉᒏᒍᑼᒄᒉ and their respective semantic label masks຋ᒏᒍᑼᒄᒉ is needed.
These label masks need to be created by a process expert. Furthermore, a ref-
erence image ȋຟȌ, as well as the values specifying the potential misalignment
between reference image and actual images Δᒓ, Δᒔ, and ᄩ are needed. With
these, the training procedure, see Algorithm ͞, can be executed. For each
training image ຢ supplied, context is added by stacking the reference image
yielding the contextualized image ຣ. Each of these images is now analyzed
pixel-by-pixel to create feature maps of size ຠ. Both the feature map and
the class of the respective pixel ຤ᒄᒅ are appended to the global set of feature
maps ȋΦȌ and respective classes 𝐶. After all available images are analyzed,
the lowest occurrence of a single class ຒmin is computed, and Φ and 𝐶 are
randomly sampled so that they only contain ຒmin samples of each class. Using
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these balanced setsΦᛲ and 𝐶ᛲ the selected image segmentation model, either
a custom created CNN or an AutoML pipeline, can now be trained, yielding
a trained classifier ຕᛲ. When using the CNN network, the model is trained
using the Adam optimizer ȑͣͥ͡Ȓ for ͜͜͞ epochs with a ͜.͜͜͝ learning rate. For
the usage of the AutoML alternative, no hyperparameters need to be specified
for model training.

Algorithm 2 Training procedure for window-based image segmentation
procedure TRAIN WINDOW SEGMENTATIONȋᒂ,𝑈train,𝑊train, ᒍȌ

for all ᒐ ∈ 𝑈train, ᒒ ∈ 𝑊train do
ᒑ ← ADD CONTEXTȋᒐ, ᒍȌ ▷ Add reference image
for all ᒋᕼᕽ ∈ ᒑ do

ᓍ ← GENERATE FEATURE MAPSȋᒑȌ
Φ ← Φ∪ᓍ ▷ Append feature map
𝐶 ← 𝐶 ∪ᒒᕼᕽ ▷ Append class of central pixel

end for
end for
ᑿmin ← �i�𝐶(𝐷) ▷ Find minimum distribution of samples
Φᛳ, 𝐶ᛳ ← SAMPLEȋΦ,𝐶, ᑿminȌ ▷ Undersample training data
ᒂᛳ ← TRAINȋΦᛳ, 𝐶ᛳȌ ▷ Train classifier
return ᒂᛳ

end procedure

3.2.4 Metric Calculation

Procedure ͟ shows the process for deriving wearmetricsກ from the predicted
semantic label mask ᙠ຤. The most important metric used is the flank wear
width ȋຊ𝐵Ȍ. It can be computed from the segmented image using a pixel
counting procedure. First, the image is rotated in such a manner that the
upper cutting edge is horizontally aligned. Second, the image is analyzed
column by column, finding the number of flank wear pixels for each column.
The average flank wear width ຊ𝐵avg is calculated as the median flank wear
width of all columns containing flank wear, while the maximum flank wear
width ຊ𝐵max is computed as the ͥ͜-th percentile of all flank wear widths.
Thereby, the robustness of the metric increases as potential outliers are
ignored. For all otherdefect classes, their numberof occurrences is computed.
Furthermore, for all defect classes including flank wear the total area of
the image showing that defect is computed as the number of pixels of the
respective class. Finally, all metrics are converted from pixel units to SI units
using the calibrated conversion factor ຑ of the image acquisition system.
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Algorithm 3Metric calculation
procedure CALCULATE METRICSȋᙠᒒ, ᑾȌ

for all ᒄ ∈ ᙠᒒ do

ᒒᒋ ← ∑ᒓ with ᒓ = ᗞ
1, ᒒᕼᕽ = 𝐶flank wear

0, else
end for
𝑉𝐵avg ←median𝑊𝑃 ∗ ᑾ
𝑉𝐵max ← percentileȋ𝑊𝑃, 90Ȍ ∗ᑾ
𝑉𝐵𝐴 ← ∑𝑊𝑃 ∗ ᑾ2
𝑀 ← (𝑉𝐵avg, 𝑉𝐵max, 𝑉𝐵𝐴)
for all ᑿ do

𝐴𝑑 ← ᑾ2 ∗ ∑ᒓ with ᒓ = ᗞ
1, ᒒᕼᕽ = 𝐶𝑑
0, else

𝑀 ← 𝑀 ∪ 𝐴𝑑
end for
return𝑀

end procedure

3.2.5 Assessment of Different Segmentation Approaches

To compare the effectiveness of the proposed approaches, a preliminary set of
experiments is carried out ȑP͢Ȓ. Thealgorithms tocompareare the slidingwin-
dow approach using the optimized CNN architecture shown in Section ͟.͞.͟,
the sliding windowapproach in combinationwith the AutoML classifier͝, and
the best found one-pass image segmentation architecture LinkNet. In Table ͡
a qualitative benchmark of the different methods can be seen. Regarding
the complexity, both the sliding window approach with custom CNN and the
one-pass segmentation approaches involve building a ML model, and thus
are of high complexity. For the AutoML however, only a data preprocessing
step is needed, so the complexity of AutoML frameworks is rather simple
from a user’s perspective. This comes with a cost in explainability, as no
insight into the trained model is possible. This, however, depends on the
chosen framework. While open source software ȋOSSȌ frameworks, such as
AutoǦsklearn ȑͤͥ͟Ȓ or AutoǦkeras ȑͥ͟͜Ȓ, offer insight into the selected and
trained models, commercial solutions typically allow no such insight and
only provide an interface for inference. The flexibility of a model describes
how easy it can be adapted to changing situations such as a different camera
setup with different image data. Here, both sliding window approaches show
advantageous characteristics, as those can handle different image sizes easily
without retraining, while the one-pass segmentation approaches require a
retraining of the model for different resolutions, or cropping and reshaping
to the resolution it was trained on with potential loss of information. Finally,

͝ Both approaches are trained using sliding windows of size ͤ͠ by ͤ͠ pixels
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both approaches with manually coded classifiers require higher setup times
due to the manual network creation, in contrast to the AutoML approach.

Table ͡: Benchmark of the different image segmentation alternatives regarding prediction
accuracy, complexity ȋComp.Ȍ, flexibility ȋFlex.Ȍ, explainability ȋExpl.Ȍ, setup time ȋtsetupȌ, and
inference time ȋtinferenceȌ, adapted from ȑP͢Ȓ.

Accuracy Comp. Flex. Expl. tsetup tinference

CNN ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆⋆ ⋆ ⋆
AutoML ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆⋆ ⋆
OnePass ⋆⋆ ⋆ ⋆ ⋆⋆ ⋆ ⋆ ⋆ ⋆

As both the sliding window approach and the one-pass segmentation ap-
proach show beneficial behavior, amethod is derived combining both alterna-
tives for their respective strengths. In Figure ͤ͞ an overview can be seen. As
the sliding window approach has the highest accuracy with the drawback of
long inference times, it is used in cases where results are not needed urgently,
for example when a tool is being put back in the toolholder and a different
tool is used to continue machining. However, if a result is needed urgently,
such as analyzing a tool before a machining operation starts, the one-pass
segmentation approach is chosen instead.

Start Results needed
urgently? Yes

Image segmentation using
one-pass networks

Calculate detailed wear
metrics

End

No

Image segmentation using
window-based approach

Calculate detailed wear
metrics

End

Load image
from camera

Figure ͤ͞: Based on the urgency of the result delivery, either the window-based image segmen-
tation or the one-pass image segmentation is used.

3.3 Strategy for Effective Training Data Annotation
One of the main challenges in supervised ML is the need for labelled training
data. While these labels needed are rather easy to acquire in image classi-
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fication problems, e.g. assigning each image to the category serviceable or
disposable ȑ͝͠͠Ȓ, these labels are more sophisticated in image segmentation.
In scope of this work, it was found that the manual labeling process, referred
to as data annotation, took between five and ten minutes for a single im-
age. Thus, significant costs are involved in creating sufficiently large training
datasets.

As a solution, a novel active learning approach is proposed, incorporating
unsupervised learning into the data annotation process, which is shown in
Figure ͥ͞. This method consists of a superpixel generation step, which divides
the image into multiple subregions, known as superpixels. These superpixels
are then analyzed in an unsupervised manner using metric learning to find
the most similar match within a given reference set to provide the expert
with an initial suggestion of the respective class label per superpixel. Next,
domain-specific logical constraints are used for an automated correction of
the generated mask. These aim at filtering out predictions made that are not
realistic to appearwithin the TCMdomain. Subsequently, the human is asked
to check the resulting mask for faulty annotations and to manually correct
them. The final mask can then be used to train a semantic segmentation
model. Furthermore, all corrections made by the human will be used as
additional reference data for the similarity detection step to label the next
image. With every iteration, the automatically generated mask will become
progressively better while reducing the human effort, enabling continuous
improvement. ȑPͥȒ

3.3.1 Superpixel Generation and Similarity Determination

Asuperpixel can bedefined as agroupof pixels in an image that sharecommon
characteristics and are bordering each other. In this work, an algorithm gen-
erates superpixels by clustering pixels based on their color similarity and prox-
imity in the image plane. In specific, the Superpixel Sampling Network ȑͥ͟͝Ȓ
is used, combining the benefit of the established SLIC algorithm ȑͥ͟͞Ȓ for
superpixel generation with a deep network. Its main benefit is that it can be
trained with images and their semantic masks to later generate class-specific
superpixels and thereby outperform traditional superpixel algorithms. The
number of superpixels needed for accurate representation of small sized
defects is determined iteratively based on the image resolution. ȑPͥȒ

After the superpixels are generated, they can then be compared to a refer-
ence dataset, finding the closest match. This is achieved using distance
metric learning, specifically deep metric learning, for similarity calculation.
A CNN model is used to extract features from the superpixel image snippets.
These features, known as embeddings, are subsequently projected into an
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Figure ͥ͞: Concept for data annotation using superpixels and deep metric learning for unsu-
pervised class estimation, adapted from ȑPͥȒ.

embedding space, which minimizes the distance between related vectors
while maximizing the distance among unrelated ones ȑͥ͟͟Ȓ. The similarity
of two superpixels can then be found as their distance in the embedding
space. The class of the superpixel with themost similar encoding is then used
to annotate the superpixel with the corresponding class. This procedure is
repeated iteratively for every superpixel in the image, generating an initial
mask. ȑPͥȒ

Both of the above-mentioned models need to be trained before they can be
used. For that some training data is needed in advance. First the Superpixel
Sampling Network has to be trained with images and their ground truth
masks to generate class-specific superpixels. The class specific superpixels
generated from the same training data can then be used to train the deep
metric learning-based superpixel embedding. ȑPͥȒ

3.3.2 Logical Constraints

To refine the initial prediction by the unsupervised method, domain expertise
is utilized to derive constraints to judge whether certain classifications are
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realistic or not. For the investigated application of monitoring the flank of
the cutting tool, the following constraints are derived:

C1 The class background covers the region and any objects visible in the
background of the image. Thus, this class spans rather large contin-
uous areas. Any single superpixel classified as background that is not
bordering another background superpixel is thus considered a wrong
classification.

C2 Furthermore, areas of multiple superpixels that are classified as backǦ
ground that are fully engulfed by defect classes or the class tool are also
considered misclassifications.

C3 Contrarily, any group of superpixels that is fully surrounded by only
background superpixels must be of the class background as well.

C4 Flank wear is a rather large and continuous region. Single superpixels
of class flank wear are therefore considered misclassifications.

C5 Similar to C3, any region fully engulfed by the breakage defects or
chipping defect categories must be of that same category.

3.4 Integration of Domain Expertise in Data Adaptation
Observing the sample images shown in Figure ͜͞, page ͤ͡, for multiple inves-
tigated applications of visual TCM, distinct characteristics of each scene can
be noticed. Therefore, images within the same scene exhibit a rather similar
visual appearance, while images from different scenes vary significantly. Even
though the influencing factors on visual appearance are defined as constant
for a given scene ȋsee Section ͟.͝.͞Ȍ, leading to this effect, there are some
inter-scene variations. These include the degradation of the cutting tool,
the randomness of visible defects regarding type, size, and location, and the
randomness of remaining residue and other artefacts on the cutting tool.

This observed phenomena of intra-scene similarity and inter-scene dissimi-
larity leads to a decreased prediction accuracy in image segmentation, when
combining data from multiple scenes compared to training specialized mod-
els for each scene͞, even though the total training volume increases ȑS͟Ȓ.
Similar conclusions are drawn by ȑ͢͞͠Ȓ, showing that having a specific net-
work trained for scenes of different cutting tool types performs better than a
single network trained combining all training data. Thus, it is advantageous

͞ The comparison of scene-specific and scene-agnostic models was carried out using the
sliding window segmentation model and training data from two different scenes. With the
two scene-specific models prediction accuracies of ͜.͢͢ mIoU were achieved while the single
scene-agnosticmodel, trainedondata fromboth scenes, reached anaccuracyof ͜.͢͟mIoU. ȑS͟Ȓ
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to train separate models for each scene, rather than one generic model for all
types of cutting tools.

Training newmodel instances for each scene, however, requires the necessary
training data of that specific scene. Therefore, the increase in prediction
performance comes at a cost of increased labelling efforts. Thus, to enable
scene-specific segmentation models with the least amount of training sam-
ples needed, methods are proposed for reusing existing training data while
minimizing the amount of new annotated data.

As a common solution, transfer learning strategies are used to transfer
learned knowledge from other, potentially unrelated, scenes to a novel tar-
get scene ȑͥ͟͠Ȓ. However, preliminary experiments reveal that the standard
approach of both pre-training an image segmentation model on publicly
available datasets as well as pre-training the model on TCM data from other
scenes results in low prediction performances͟ ȑS͟Ȓ. Thus, advanced strate-
gies need to be researched for transferring existing knowledge to a new target
scene.

In this section, a method is proposed for adapting existing training data to
the visual appearance of a novel scene, so that the historic data can indeed be
used for pre-training an image segmentation model for the new scene. This
procedure is shown in Figure ͟͜. Initially, a small amountof trainingdata from
the new scene ໦𝑁 is needed. These are used to automatically characterize the
scene regarding certain influencing factors described in Section ͟.͝.͝, deriving
a transfer function ດ(ຣ, ຤). This transfer function can now be applied to the
pairs of historic images and their respective semantic-label-masks from all
historic scenes ໦ᒄ to adapt their original appearance to the appearance of
໦𝑁. Lastly, both the synthetic dataset and the few samples provided from ໦𝑁
are combined and used to train the image segmentation approach for ໦𝑁 as
described in Section ͟.͞.

The central aspect of the data adaptation procedure is the transfer function ດ,
allowing the adaptation of images ຣ and their respective masks ຤ from any
scene ໦ᒄ to be changed such that they match the visual appearance of a target
scene ໦ᒏ, see Equation ͟͞. This adaptation procedure can be broken down
into two aspects:

͝. The adaptation of the shape of the cutting tool, which applies both to the
actual image and the respective semantic label mask

͟ Pre-training the segmentation model on the public ResNet-ͤ͝ dataset yielded a prediction
performance of ͜.ͣ͡ mIoU for the novel scene while pre-training on data from other TCM
scenes yielded a prediction performance of ͜.͝͞ mIoU.
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Novel scene 𝒮𝑁

Images MasksImages Masks

Historic scenes 𝒮ᕼ

Images MasksImages Masks

Data
adaptation

Scene
characterization

Transfer
function

Adapted scenes 𝒮ᕼ→𝑁

Images MasksImages Masks

Training
image segmentation model

for scene 𝒮𝑁

Figure ͟͜: Historic training data can be reused for training a novel scene’s segmentation model
by adapting the historic data to the visual appearance of the novel scene.

͞. The adaptation of the color and texture of the depicted objects, which
applies only to the image data

(ຣ𝒮ᕼ → 𝒮ᖇ , ຤𝒮ᕼ → 𝒮ᖇ) = ດ(ຣ𝒮ᕼ , ຤𝒮ᕼ , 𝐶ᒏ) ȋ͟͞Ȍ

3.4.1 Method for Tool Shape Adaptation

As described in the previous section, the shape of the cutting tool and there-
fore the shape of the cutting edge varies between different types of cutting
tools. For cutting tool inserts, the shape of the cutting edge is defined by mul-
tiple parameters. As the shape thus does not depend on statistical influences,
but is a defined property, image warping can be applied to modify a given
shape into a desired shape.

The general procedure of image warping can be seen in Algorithm ͠. Given
the shape of the cutting tools in ໦ᒏ and the shapes of the historic data ໦ᒄ, the
images and masks of ໦ᒄ can be distorted in such a way they match the new
shape in ໦ᒏ. First, the available data is used to extract the shape of the cutting
edge for each scene. Subsequently, the images are checked for horizontal
alignment of the cutting edge. If this is not the case, image rotation is carried
out. Thereby, it is ensured that all images and masks are oriented in such
a fashion that the main cutting edge is oriented horizontally with the flank
of the cutting tool below. Furthermore, using the metadata available, all
images are cropped so that the cutting tools are shown in similar scales.
Second, feature points are selected at regular intervals on the cutting edge,
the body of the cutting tool, and the edges of the image. This is carried out
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for the reference image of each historic scene as well as for one image of
໦ᒏ, ideally the reference image. The computed feature points can now be
connected in a third step to form triangles using theDelauny triangulation
algorithm ȑͥ͟͡Ȓ. Finally, for each triangle, image warping is carried out to
warp and interpolate each given triangle from its feature point coordinates
in the historic scene to the respective coordinates in the target scene. This
geometrical transformation is carried out using affine transformations to
retain the relations within each triangle. ȑS͟Ȓ

Algorithm 4 Shape Adaptation
procedure AUGMENT TOOL SHAPESȋᒂ, 𝐼ᖇᖅ𝑎ᕼᖁ, 𝑀ᖇᖅ𝑎ᕼᖁȌ

for all 𝒮 ∈ 𝒮ᖇ ∪ 𝒮ᕼ do
edge← FIND EDGEȋ𝒮Ȍ
FP← GENERATE FEATURE POINTSȋedge, ᒍ𝒮Ȍ

end for
FP͞Triangle← DELAUNY TRIANGULATIONȋFP𝒮ᖇȌ
Triangle𝒮ᖇ ← FP͞Triangle(FP𝒮ᖇ)
ᒒtrain ← ᒒ𝒮ᖇ ▷ Add annotated target masks to training set
ᒑtrain ← ᒑ𝒮ᖇ ▷ Add annotated target images to training set
for all 𝒮 ∈ 𝒮ᕼ do ▷ Iterate over historic data for adaptation

Trinagle𝒮 ← FP͞Triangle(FP𝒮)
for all ᒒ, ᒑ ∈ 𝒮 do

ᒒᛳ ← WARPINGȋᒒ,Traingle𝒮ᖇ ,Traingle𝒮Ȍ
ᒑᛳ ← WARPINGȋᒑ,Traingle𝒮ᖇ ,Traingle𝒮Ȍ
ᒒtrain ← ᒒtrain ∪ᒒᛳ ▷ Add warped masks to training set
ᒑtrain ← ᒑtrain ∪ ᒑᛳ ▷ Add warped images to training set

end for
end for
return ᒒtrain, ᒑtrain

end procedure

Tool Flank Extraction

While theshapeof thecutting toolsof thehistoricdatacanbederived fromthe
respective masks, there are multiple alternatives for the shape determination
of the new scene. If semantic label masks are available, these can be used.
Alternatively, an edge detection algorithm can be used to find the edge of
the cutting tool in cutting tool image data. Thirdly, with neither semantic
label masks nor image data of ໦ᒏ available, the cutting edge can be described
mathematically knowing the exact specification of the cutting tool ȑSͣȒ. ȑS͟Ȓ

To extract the cutting edge from semantic label masks, all defect classes and
breakage classes are joined with the class of undamaged tool body, thereby
creating a binary image consisting of background and condition-independent
cutting tool area. Now, the horizontal border between both regions is found
ͣ͢
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by scanning each column for the transition point between the background
class and the joined cutting tool class. This method can be applied for finding
the cutting edge for all historic data as well as to the target domain, given that
at least one annotated mask is available.

As an alternative, traditional computer vision methods can be used for ex-
tracting the cutting edge from a cutting tool image. To do this, the image is
converted from RGB color mode to grayscale color mode. Next, the Canny
edge detection algorithm ȑͥ͟͢Ȓ is applied to detect the main border between
the cutting tool and the background. Smaller edges detected are removed us-
ing the erosion operation while open areas are filled by the dilation operation.
Finally, a Gaussian blur function is applied. ȑS͟Ȓ

Lastly, there might be scenarios with neither image annotations nor raw
images. This scenario can be seen when adapting an existing image segmen-
tation procedure only by changing the type of cutting tool with otherwise
constant environmental influencing factors, or when trying to artificially
create a heterogeneous dataset of many potential shapes of cutting tools.
As detailed in Section ͟.͝.͝, the shape of a cutting tool can be described by
various international standards or specific supplier guidelines. Thereby, a
mathematical description ຕ(ລ) of the ideal shape of the cutting tool can be
derived based on its specification, which yields the ທ coordinate of cutting
edge for column ຖ. ȑSͣȒ The derived cutting edge can then be placed at anchor
point 𝐴ᒄ,ᒅ. Now, the area under the curve can be considered the tool body for
feature point selection purposes. To transfer this theoretical approach into
operation, one needs to align the cutting edge placement within the acquired
images with the chosen anchor point.

Feature Point Generation

With the detected cutting edge and the tool body, feature points can be
assigned. These consist of the four edges of the image, the half-way point
of the lower and upper edge, and an adjustable number of points within the
image. The determination of these feature points within an image is based
on the detected cutting edge and are found in three steps. First, ປ feature
points are placed at regular intervals at the upper cutting edge spanning the
full horizontal width covered by the cutting edge. These feature points are
pushed upwards by ten pixels such that they are located just above the cutting
edge. Next, a second row of ປ feature points is added with a fixed offset of
͜͡ pixels directly beneath each feature point assigned in the previous step.
Thereby, the feature points from step one and two form a band into which
most wear defects fall. Finally, a third row of ປ feature points is added at the
half-way point between the last row and the bottom edge of the image. As
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image warping will result in image deformation, this proposed procedure
ensures that the upper area of the cutting tool, with the highest density of
defects, will have the least distortions, while the lower parts of the cutting
tool will be more distorted. Furthermore, a set of feature points is added at
the left image border on the heights of the first point each layer found by the
iterative procedure. Sample images with highlighted feature points can be
seen in Figure ͟͝.

Figure ͟͝: Sample images with feature points highlighted in orange.

Preliminaryexperiments show that using a sufficient numberof featurepoints
is needed for good warping results while too many points cause issues. As a
best-practice, between ͜͞ and ͜͡ feature points are found to yield the best
results.

Triangulation andWarping

Given the set of feature points, a set of non-overlapping triangles can be
found using the Delaunay triangulation method ȑͥ͟͡Ȓ. To ensure the same
triangles form in all pictures, the triangulation procedure is executed only for
the feature points found for the target scene FP𝒮ᖇ. As each image contains the
same feature points independent of its scene with only the relative positions
changing between scenes, the triangulation found for ໦ᒏ can be applied to
the remaining scenes by connecting the respective feature points at their
scene-dependent position.

Now, image warping is carried out for each triangle found, mapping the
points of the original image to the points of the target image. Here, affine
transformations such as scaling, rotation, and translation are used. These
geometric transformations preserve the relative proportions between points
and lines. ȑS͟Ȓ The combined procedure of triangulation and image warping
can be seen in Figure ͟͞.

3.4.2 Method for Color and Texture Adaptation

While the shapeof cutting tools varies in defined characteristics, the color and
texture of the cutting tool and the background depend on a greater variety
of influencing factors, rendering a traditional approach of changing these
characteristics infeasible. Thus, for the adaptation of visual characteristics,
ͣͤ
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Target scene 𝒮ᖇ Source scene 𝒮ᕼ

Adapted scene 𝒮ᕼ → ᖇ

Learn and apply triangulation Apply triangulation

Warp image

Figure ͟͞: Image triangulation and warping.

GAN networks are researched. These types of neural networks allow for the
creation of synthetic images. Especially imageǦtoǦimage translation networks,
such as cGAN, are promising, as they provide functions for translating one
image to another. Thus, given an image from a source scene ໦ᒎ as input to a
GAN model trained on a target scene ໦ᒏ, the model can translate the image
to match the visual characteristics expected from images of ໦ᒏ.

In the scopeof historic training data adaptation to new scenes, these networks
can thus be used to adapt the visual appearance of existing data to match
the expected visual appearance within the new scene, while retaining spatial
relations such as the shape of the cutting tool. However, preliminary exper-
iments show that when using cGANs to translate cutting tool images from
one scene to another, realistic results could be generated, but the generated
images would not align with the original semantic label mask, limiting the
benefit of this approach ȑS͟Ȓ. Thus, sophisticated image-to-image translation
strategies are needed that solve the challenge of mask absence, retaining
the mask information needed to train the consecutive image segmentation
algorithm.
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Region-based Translation

Oneproposed solution is region-based image-to-image translation. In region-
based image-to-image translation the input image is adapted iteratively. Each
defect region is analyzed on its own. Thereby, the task of translating a cutting
tool image with various defects present is broken down into many smaller
subtasks, translating one semantic class as it would appear in scene ໦ᒎ to the
same semantic class as it would appear in scene ໦ᒏ. Therefore, separate GAN
models need to be trained for each semantic class.

The detailed concept is shown in Figure ͟͟. A grid of width ຠ is applied to
the to-be-translated image ຣᒎ to generate square-shaped windows of width ຠ.
These windows are analyzed iteratively, converting each window to the visual
appearance of target scene ໦ᒏ while maintaining the class relationship. After
each window is analyzed, the generated windows are recombined to form the
translated image ຣᒏ. For translating the individual windows, twocases need to
be differentiated based on the respective semantic label mask snippet of the
window. In the first case, only one class is present in the given window. Thus,
for a single class ຑ present, the generator model ๻ᑾ can be used to translate
the given window ພ𝒮ᖆ to the target scene: ພ𝒮ᖇ = ๻ᑾ(ພ𝒮ᖆ). In the second case,
multiple classes are present in the given window, requiring detailed handling.
In this case, each class ຑᒄ with ຖ ∈ {1, 2, … , ປ} is handled separately. For a
given class ຑᒄ, all areas of the window showing different classes are erased,
resulting in a partial image of only areas of class ຑᒄ. The empty areas are filled
in a mirror fashion. Thereby, the window ພᛲ is created, containing only class
ຑᒄ. This window is used as input for the respective generator model ๻ᑾᕼ to
translate the window to the target scene. The initial semantic label mask is
then applied to remove any parts of the image that are not supposed to show
class ຑᒄ. Once this procedure is executed for all classes, the predicted regions
are recombined, forming the translated window ພ𝒮ᖇ consisting of multiple
translated semantic classes which align with the respective image mask.

Mask-to-Image Translation

As an alternative amaskǦtoǦimage translation method is proposed, using a
domain adaptation model to translate semantic label maps from any source
scene to realistic images of the desired target scene. Thereby, existing masks
of realisticdefect shapes anddistributions can be reused forcreating synthetic
images.

The operational procedure to train a segmentation model for a novel scene us-
ing the proposed maskǦtoǦimage translation procedure is shown in Figure ͟͠.
Initially, images from the target scene ໦ᒏ need to be acquired representing the
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𝐺𝑐1

𝐺𝑐2

Figure ͟͟: Region-based image-to-image translation concept for windows containing multiple
classes.

normal distribution of tool conditions expected in ໦ᒏ. A few of these images
need to be labeled by a process expert to create the labelled dataset used for
training the domain adaptation procedure, while the remaining images are
stored as an unlabelled dataset. Furthermore, historic data from other scenes,
especially the annotated image masks, are considered as source scenes ໦ᒄ.
In the first step ຠ1, the labelled dataset from ໦ᒏ is used to train the domain
adaptation procedure, especially the discriminator and generator networks.
In the second step ຠ2, the trained generator of the domain adaptation proce-
dure is now utilized to generate synthetic images from the historic masks of
the various source scenes. Thereby, the new synthetic dataset in the target
scene is created consisting of tuples of the historic semantic maps and the
respective created images by the generator network. Now, both datasets in ໦ᒏ,
the initially labelled dataset and the synthetic dataset, can be used in the third
step ຠ3 to train the image segmentation procedure detailed in Section ͟.͞.
Finally, the trained segmentation procedure can now be used to segment
novel images in ໦ᒏ during operation. ȑPͤȒ

In a preliminary set of experiments it is found that the pix͢pixHD architec-
ture ȑͤ͟͢Ȓ is a promising cGAN for mask-to-image translation in a configura-
tion with three discriminators downsampling the data by factors ͞ and ͠. It
is found to train the model for ͤ͜͜ epochs using the Adam optimizer ȑ͟͡͝Ȓ
with an initial learning rate of ͜.͜͜͜͞ and a momentum beta of ͜.͡. The
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Figure ͟͠: Procedure for automated domain adaptation, adapted from ȑPͤȒ.

training dataset contains pairs of semantic label maps and the corresponding
images. ȑPͤȒ
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4 In Situ Identification of Material Batches

While general material information such as the material grade, its expected
chemical composition as well as its fabrication procedure are known before
machining, fluctuations in any of these properties within its tolerance limits
leading to material batch effects can not be predicted. Thus, process mon-
itoring methods are needed that are able to detect these deviations during
machining, and inform theoperator about thematerial batch and its expected
characteristics so that the machining process can be adapted accordingly.

As the available process data is not only influenced by the machinability
of each material batch, but even more by other factors such as the cutting
parameters or the tool condition, a sophisticated data handling and prepro-
cessing pipeline is needed ȋSection ͠.͝Ȍ. Specifically, methods are provided
to monitor the machining parameters influencing the process data and to
compensate for specific effects. Furthermore, the high-dimensional control
data used is aggregated into low-dimensional feature vectors.

The computed feature vectors in conjunction with the detected machining
state are subsequently analyzed by the material identification routine ȋSec-
tion ͠.͞Ȍ. Specific models corresponding to the detected machining state
are selected. Initially, it is investigated whether the current material shows a
machining behavior similar to material batches machined in the past. If this
is the case, the material is classified. Otherwise, an unsupervised approach
is used to interpolate information from closely related historic samples.

The implementation of the proposed methods is shown in Chapter ͡. Parts of
these analyses were supported by student work supervised by the author ȑSͤ,
S͝͝Ȓ. Central findings were already made public to the scientific community
in the publications ȑP͜͝, P͝͝Ȓ and patent application ȑP͝͞Ȓ of the author.

4.1 Method for Generating Generalized Features
The continuously monitored process data needs to be evaluated regarding
the state of the cutting process, preprocessed to improve data quality, and
aggregated into low-dimensional features. As the main data source, the
control data of the machine’s NC is used. The available data can be classified
as highǦfrequency and lowǦfrequency data. High-frequency data contains
the current, the torque, the speed, the designated position, as well as the
measured position at each encoder for each linear and rotary axis of the
machine tool. The data is taken at each cycle, thus typically at the cycle
frequency of ͜͜͡ Hz. The low-frequency data contains information such as
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ͤ In Situ Identification of Material Batches

the adjusted override or a new line of machining instructions and is published
at varying rates. Using these machine-internal signals simplifies scalability
to new machines, as these signals are available in most modern machine
tools ȑ͝͞͞Ȓ. Besides thecontrol data, otherdata sources areused formachining
state assessment and signal compensation.

In this work, themachining stateℳ refers to the state of the cutting process
regarding the type of cutting operation, the respective cutting parameters,
the cutting tool, the condition of the cutting tool, and the general workpiece’s
material. As all these factors strongly impact the machine tools’ signals, data
from different machining states should be investigated separately. Further-
more, as themachine itself has a significant impact, machine-specificmodels
need to be trained.

The cutting operations can be broadly classified in no cutting, for example
general tool movements, and cutting, which can be further classified in oper-
ational types such as roughing and finishing. Information about the cutting
operation can be derived from analyzing the machine control instructions
ȋG-CodeȌ. While the G-Code analysis provides the designated cutting pa-
rameters, the machine operator can manually adjust the cutting parameters
using the override functionality integrated into most machine tool’s control
panels. Typically, both the cutting speed and the feed rate can be decreased
and increased in this manner. The type of cutting tool used is a known infor-
mation for each specific cut. While the tool types might change for different
cuts, they are assumed to remain the same for a given cut. If a tool reaches its
defined or unexpected end-of-life, the tool is replaced by another tool of the
same type. The condition of the cutting tool is assessed using a TCM system,
as proposed in Chapter ͟, at the start of each cut. Remaining influencing
factors such as the cooling strategy are assumed to be constant for a given
cutting operation.

The detailed procedure for determining the machining state for a given time
during operation is detailed in Section ͠.͝.͝. In the data preprocessing step
ȋSection ͠.͝.͞Ȍ these influences are partially compensated using physical rela-
tionships, simulated cutting forces, and data-driven compensation. Finally,
information-dense features are extracted from the preprocessed machine
data, yielding tuples of feature vectors and their respective machining states
ȋSection ͠.͝.͟Ȍ.

4.1.1 Data Handling

The high-frequency and low-frequency control data are acquired by connect-
ing to the machine tool’s NC. While the high-frequency data contains the
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control data at the cycle frequency, it is published at irregular intervals. Thus,
the data needs to be realigned in an initial step using the cycle counter of each
high-frequency data point which maps the machine data to the exact control
cycle it was acquired. Contrarily, the low-frequency data uses timestamps to
index the published data. To synchronize the cycle-indexed high-frequency
data and the timestamp-indexed low-frequency data, the cycle index and
its corresponding timestamp are published as low-frequency data, enabling
correct mapping.

In this work, the low-frequency data will be used to segment the continuous
signal into individual cuts based on the G-Code and to assign the true cut-
ting parameters, by monitoring the manual override functionality, to each
segment. The high-frequency data will be used to derive information-dense
features for the subsequent material identification. Besides the internal ma-
chine data, other data sources include the measured tool condition from the
TCM system, baseline data as reference , and context data such as simulated
process forces.

Cut Segmentation

Typical machining programs consist not only of a single cut, but of multiple
movement and cutting operations, such as roughing and finishing cuts in
basic turning, which are combined to manufacture arbitrary shapes. In this
work, the term cutting operation or cut for short refers to the time between a
defined start trigger and its respective end trigger. G-Code analysis is used to
segment the continuous process data into the individual cutting operations.
Therefore, in an initial step each data point is associated to its cut. In between
cutting operations, the machining axis might move, but as they are not in a
cutting motion, these general movements are not of interest, therefore they
can be discarded.

The segmentation is done by adding or specifying certain G-Code lines, in-
dicating the start and end of each to-be-monitored cutting motion. Now,
the process monitoring system can observe the event data stream, waiting
for these specified G-Code messages of the respective cutting operation. An
example can be seen in Algorithm ͡ where the line “N͟͜͝͝ ȑ...Ȓ; Cut-startǳ
starts the cutting operation while the cutting operation ends with line “N͜͝͝͠
ȑ...Ȓ; Cut-endǳ.

Machining State Deduction

Inaconnected look-up-table, theplanned cutting parameterscanbe found for
each cutting operation indexed by the trigger command, see Figure ͟͡. As the
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ͤ In Situ Identification of Material Batches

Algorithm 5 Exemplary machine code with trigger
...
N͜͝͝͞ G͝ X͝ϋ͢͢͞.ͥ͢͠ Z͝ϋ-͟͝.ͣ͜͡
N͟͜͝͝ G͝ X͝ϋ͢͢͞.͜͡͝ Z͝ϋ-͢͞͞.ͥ͢͞; Cut-start ▷ Start trigger
N͜͝͝͠ G͝ X͝ϋͣ͢͢.͟͡͞ Z͝ϋ-ͤ͞͞.ͣͤͥ; Cut-end ▷ End trigger
N͢͜͝͞ G͝ Z͝ϋ-͟͞͝.͜͟͡ F͜.͡
Nͣ͜͝͞ G͝ X͝ϋͤ͞͡.͟͠͞ Z͝ϋ-͟͢͞.ͤͣ͝
...

machine operator has the option tomanually adjust the cutting speed and the
feed rate using the machine override, these effects need to be compensated.
The value of both cutting speed and feed rate override as percentages can
be read from the low-frequency data stream. Thus, the current values of
the override functionalities are monitored and used to correct the planned
cutting speed ຣᑾplan and feed rate ດplan to the true cutting speed ຣᑾ and feed
rate ດ.

Data preprocessing

G-Code start trigger

Cutting parameters

Look-up-table

G-Code ᒑ𝑐 ᒁ ᑼᖃ

... ... ... ...... ... ... ...
N͟͜͝͝ ͜͞͠ ͜.͡ ͞N͟͜͝͝ ͜͞͠ ͜.͡ ͞
N͜͜͜͝ ͜͞͞ ͜.ͣ ͠N͜͜͜͝ ͜͞͞ ͜.ͣ ͠

N͟͜͝͝

ᒑ𝑐: ͜͜͞; ᒁ: ͜.ͣ; ᑼᖃ: ͞

Figure ͟͡: The designated cutting parameters can be found using the machine instructions.

To acquire information about the tool’s condition, the flank wear width ຊ𝐵ᒏ0
is derived from a TCM system when the tool is entering the process from
the tool magazine. Throughout the cutting operation, a batch-agnostic tool
life prediction model is used to approximate the continuous degradation
as expected for an average batch of the specified material. Here, the Taylor
model is used without being adapted for material-batch effects, thus using
parameters approximating the general behavior of the material. Given the
material-specific parameters ຑᒑ and ຘ, the estimated tool condition ຊ𝐵est.
after a machining time of Δມ at a cutting speed of ຣᑾ can be calculated using
Taylor’s equation ȑ͡͞Ȓ as seen in Equation ͞͠.

ຊ𝐵est. = ຊ𝐵ᒏ0 +
Δມ
ຈ
⋅ ຊ𝐵th. = ຊ𝐵ᒏ0 +

Δມ
ຑᒑ ⋅ ຣᑾᒆ

⋅ ຊ𝐵th. ȋ͞͠Ȍ

While the factors cutting speed, feed rate, and cutting depth are technically
continuous variables, in practice only certain values are chosen thus they can
be treated as of categorical or discrete type. Similarly, the type of cutting
tool is a categorical variable of the machining state. Only the estimated tool
ͤ͢
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condition shows continuous behavior. Therefore, the machining state would
change constantly throughout operation, rendering machining state-specific
models infeasible. Thus, it is necessary to discretize the tool condition,
expressed as continuous flank wear width ຊ𝐵, to a categorical ordinal value
ᙥຊ𝐵, by binning:

ᙥຊ𝐵 =

⎧
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎩

0, 0ϛ� ≤ ຊ𝐵 < 40ϛ�
1, 40ϛ� ≤ ຊ𝐵 < 80ϛ�
2, 80ϛ� ≤ ຊ𝐵 < 120ϛ�
3, 120ϛ� ≤ ຊ𝐵 < 160ϛ�
4, 160ϛ� ≤ ຊ𝐵 < 200ϛ�
5, 200ϛ� ≤ ຊ𝐵 < 240ϛ�
6, 240ϛ� ≤ ຊ𝐵 < 280ϛ�
7, 280ϛ� ≤ ຊ𝐵 < 320ϛ�
8, 320ϛ� ≤ ຊ𝐵 < 360ϛ�
9, 360ϛ� ≤ ຊ𝐵 < 400ϛ�
10, 400ϛ� ≤ ຊ𝐵

ȋ͞͡Ȍ

Windowing

When the respective start trigger triggers the process monitoring algorithm,
the system switches to its active state ຠ𝐴, buffering all high-frequency ℎ and
low-frequency ນ streaming data. This buffer is evaluated once a predefined
time of one second passes, or if the operator changes the override, thus
changing the machining state. Once either condition is met, the buffered
machinedata is further evaluated. The buffered values are preprocessed using
the data preprocessing routine and subsequently analyzed by the feature
extraction routine to aggregate the streaming data into features ຌ. Then, the
extracted features with the respective machining stateℳ can be used for
material identification. The full procedure can be seen in Algorithm ͢.

4.1.2 Data Preprocessing

The data preprocessing module aims firstly at unfolding the complex process
data by reducing process dependencies and secondly enhancing the data
through feature engineering. The three steps involved are baseline compensaǦ
tion, context correction, and data enrichment ȋsee Figure ͟͢Ȍ.
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Algorithm 6 Data Handling Pipeline
procedure HANDLE DATAȋᒃ, ᒇ, 𝑉𝐵ᖇ0Ȍ

ᒂ ← FIND TRIGGERȋᒇG-CodeȌ
if ᒂ ∈ Start Trigger then

global ᒎ𝐴 ← True
global ᒏ0 ←TIME

else if ᒂ ∈ End Trigger then
global ᒎ𝐴 ← False

end if
if ᒎ𝐴 then ▷ Buffer data when active

ᒑ𝑐plan, ᒁplan, ᑼᖃ, tool ← LOOK UP OPERATIONȋᒂȌ
ᒑ𝑐 ← ᒑ𝑐plan ∗ ᒇᖉ𝑐override
ᒁ ← ᒁplan ∗ ᒇᕹoverride
Δᒏ ←TIME−ᒏ0
𝑉𝐵est. ← TOOL LIFE PREDICTIONȋΔᒏ, 𝑉𝐵ᖇ0Ȍ
ᙥ𝑉𝐵 ← BINȋ𝑉𝐵est.Ȍ
ℳ← ᗼᒑ𝑐, ᒁ, ᑼᖃ, tool, ᙥ𝑉𝐵ᘀ
buffer ← buffer ∪ ᒃ

end if
if Δᒏ > 1ᒎ ∨ℳ ≠ℳᖁ−1 then

ᙦbuffer ← PREPROCESS DATAȋbuffer,ℳȌ
ᑹ ← FEATURE EXTRACTIONȋ ᙦbufferȌ
MATERIAL IDENTIFICATIONȋᑹ,ℳȌ

end if
end procedure

Baseline
compensation

Context
correction

Data
enrichmentRaw data Preprocessed data

ContextBaseline

Figure ͟͢: The data preprocessing module can be broken down into three main steps.

Baseline compensation

In baseline compensation, the acquired process data ຌ is adjusted by a base
valueຌbaseline to compensatemachineor process-induced characteristics. The
compensated signal ຌᛲ can be computed as difference between ຌ and ຌbaseline.
Thus, during commissioning the required baseline data, reference data, needs
to be acquired by observing the process data without any load.

Context correction

Real-life machining operations do not confine to operating at a singlemachin-
ing state and alternate betweenmanymachining states throughout operation.
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ͤ.͡ Method for Generating Generalized Features

Thus, training machining state specific models becomes infeasible due to the
large number of models needed and the reduced volume of relevant historic
data for each machining state. This effect can be approached by introducing
context information, allowing for a certain level of signal correction and
therefore harmonization among machining states.

One manifestation can be found for turning operations with constant cutting
conditions but a changing workpiece diameter. These show a significant
impact of the diameter ຒ on the data of the spindle ຌspindle, see Figure ͣ͟
aȌ. When introducing this diameter as known context, its impact can be
compensated as:

ຌᛲspindle =
ຌspindle

0.5 ∗ ຒ
ȋ͢͞Ȍ

Preliminary investigations have shown that the compensated spindle data
is a more generalized feature as it removes the signal dependency on the
workpiece’s diameter ȋsee Figure ͣ͟ bȌ ȑP͜͝Ȓ.
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Figure ͣ͟: The uncompensated and context-compensated torque data of the spindle is shown
for three cutting operations of the same material at different part diameters ȑP͜͝Ȓ.

For more complex cutting motions with constantly changing cutting condi-
tions, such as encountered during milling with changing tool engagements,
a different context correction strategy is needed. Here, a cutting force simula-
tionmodel isutilized,whichsimulates theexpected cutting forcesconsidering
the true cutting conditions and the general expected material behavior. Using
such models the expected process forces can be simulated with errors less
than ͜͝τ ȑ͟͠Ȓ. Specifically, the cutting force simulation functionality of the
computer-aided-manufacturing software NX CAM is utilized, yielding the
simulated forces for a planned machining operation. The expected cutting
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forces that do not consider machinability deviations among material batches
can now be compared with the process data observed during machining ȋsee
Figure ͤ͟Ȍ. By comparing the simulated signal and the baseline compensated
process data, an error signal ᄭ can be computed. This error between the
expected values and the true encountered values can be used to explain a
degrading tool condition or a deviation in machinability among material
batches. With the integration of a TCM system, the remaining unknown
of the tool’s condition can be resolved, thus allowing for the deduction of
material batch machinability information.

Machining process

Baseline compensation

TimeǦindexed process data

Process simulation ȋcontextȌ

PositionǦindexed simulated cutting forces

Data alignment

TimeǦindexed process data TimeǦindexed simulated cutting forces

Difference

Machinability-indicating signal difference

Figure ͤ͟: Concept for sophisticated context correction introducing simulated process forces
as a reference signal to extract batch-specific signal patterns.

However, the issue of data alignment arises. While the process monitoring
data is indexed based on the timestamp of the NC at the respective cycle, the
simulated process forces are non-dimensionally indexed, providing tuples
of process forces and the respective tool center point. Thus, to calculate
the difference of both signals, they first need to be aligned to a common
index so that the correct data points can be compared to each other. To
do this, the method of dynamic time warping ȋDTWȌ is researched, which
finds the best non-linear alignment between two signals. In a preliminary set
of experiments the parameterization of the DTW method are investigated,
finding that the usage of the global window hyperparameter and the position
signals as matching signals provides the best results with the least overall
alignment error ȑSͤȒ.
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Data Enrichment

To enrich the available process data, the acceleration ຏ(ມ), and subsequently
the vibration, of each axis is computed as the second derivative of the mea-
sured encoder positions ລ(ມ) ȋsee Equation ͣ͞ and Figure ͥ͟Ȍ ȑP͜͝Ȓ. While the
absolute encoder positions might carry information about the type of cut, but
not the machinability of the material batch, vibration analysis is a common
measure seen in similar material identification routines ȋsee Section ͞.͞.͟Ȍ.
However, compared to vibration signals acquired with external sensor equip-
ment, the encoder position signals used are assessed with a frequency of
͜͜͡ Hz. Thus, considering the Nyquist-Shannon sampling theorem ȑͥͣ͟Ȓ,
only low-frequency vibrations of up to ͜͞͡ Hz can be observed this way.

ຏ(ມ) =
d2ລ(ມ)
dມ2

ȋͣ͞Ȍ
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Figure ͥ͟: Within the computed vibration signal different behaviors can be seen for two
material batches.

4.1.3 Feature Extraction

Using the data preprocessing routine, the vibration and the preprocessed
absoluteor relative torque signal is available foreach feed driveof interest, and
the vibration signal and the preprocessed absolute or relative cutting force
signal for each spindle. Thus, for a machine tool with three feed drives and a
single spindle, a signal window of one second contains ͜͜͜͠ individual signal
values, rendering a direct analysis infeasible. Thus, this high-dimensionality
needs to be reduced using dimensionality reduction techniques, especially
feature extraction followed by feature selection.
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Feature Extraction

In feature extraction, signals are analyzed by predefined formulas to derive
feature values. Here, especially statistical features, established metrics from
the field of statistics, are commonly used in process monitoring. In particular,
in this study, themean ȋAVGȌ, standard deviation ȋSTDȌ, skewness ȋSKEWȌ,
and kurtosis ȋKURȌ are computed for each window of ຂ samples for signal ລ
as:

AVG =
1
ຂ
⋅

𝑁

ᙌ
ᒄ=1

ລᒄ ȋͤ͞Ȍ

STD = ᘨ
1
ຂ
⋅

𝑁

ᙌ
ᒄ=1

(ລᒄ − AVG)2 ȋͥ͞Ȍ

SKEW =
1
ຂ
⋅

𝑁

ᙌ
ᒄ=1

ᜪ
ລᒄ − AVG

STD
ᜫ
3

ȋ͟͜Ȍ

KUR =
1
ຂ
⋅

𝑁

ᙌ
ᒄ=1

ᜪ
ລᒄ − AVG

STD
ᜫ
4

ȋ͟͝Ȍ

These features are computed for each signal individually. To identify each
feature, the respective signal that it was computed on is denoted in subscript
while the name of the respective drive or spindle is denoted as superscript,
e.g. the kurtosis of the acceleration signal from the feed drive X͝ is denoted
as KURᑹ1acc.

Feature Selection

Not all extracted features might carry information about the material batch.
Thus, a feature selection method is used to select the ປ best performing
features of all computed features. To do this, all potential combinations
ຌᒕᒔ of feature ຌ for signal ຦ of axis ວ are computed during model training.
Now, recursive feature elimination is used to select the ປ best features. For
increased computational efficiency, a random forest-based auxiliary model is
used for feature selection, as these models were shown to yield high predic-
tion results at low training times for the task of supervised material batch
identification ȑP͝͝Ȓ. As machining scenarios might differ in their mechanical
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setup, the feature selection procedure is carried out during commissioning
and model training, instead of proposing a generic set of features.

As the proposed feature selectionmethod requires the presence of class labels
for the calculation of the prediction impact of each feature, it is not suited for
unsupervised settings. For these, an alternative strategy is used. This involves
the usage of principal component analysis ȋPCAȌ, which is an unsupervised
method of transforming data to linearly uncorrelated dimensions, thereby
increasing the information density in lower dimensions. Thus, similar to the
recursive feature selection procedure, the PCA method is used to transform
the training data into a training dataset of ປ features for unsupervised tasks.

4.2 Data-drivenMaterial Identification Procedure
The machinability of the current material is determined by utilizing historic
process data to find the most similar behaving material batch encountered in
the past. Thereby, the knowledge of themeasured machinability of the found
historic batch can be transferred to the current material batch. Assuming
that all potential material batch variations are known, the task can beworded
as a supervised classification problemwith the goal of finding a function ຕ(ຌ)
that predicts a label ຦̂ of potential known labels based on the feature vector ຌ.
However, as stated in the requirement R3, the number of material batches is
not known prior to operation and might increase when material batches of
novel machinability are detected. Furthermore, in practice, scenarios might
be encountered with unclear associations between individual workpieces and
their material batch or without available ground truth data regarding their
machinability.

Thus, a novel material identification procedure is proposed consisting of
several models to allow for material batch identification under the described
constraints ȋsee Figure ͜͠Ȍ. First, a novelty detection algorithm is integrated,
capable of identifying whether the machined material has known or novel
machinability behavior. Details regarding the novelty detection procedure
can be found in Section ͠.͞.͝. Second, for the case of a known material, a
classification model is used. The classification model classifies the machined
material among the material batches encountered in the past, finding the
most likely material batch. The respective methodology will be detailed in
Section ͠.͞.͞. Third, an unsupervised clustering approach is proposed in
Section ͠.͞.͟ for an initial machinability estimation. This procedure can
be used in situations without ground truth data available for training the
supervised classification model as well as for analyzing the case of novel
materials.
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Figure ͜͠: The material identification procedure contains the three main components of
novelty detection, material batch classification and material batch clustering.

As the machining state significantly impacts the values of the feature vector,
the different machining states need to be investigated separately. This is
achieved by training individual instances of each model for each machining
state. Thereby, the models can be optimized towards the identification of
machinability deviations rather than machining state deviations as root-
causes for observed signal deviations. Thus, the instance of the novelty
prediction model ດ(ຌ) for analyzing data at machining stateℳ is denoted
as ດℳ(ຌ).

4.2.1 Novel Material Detection

As shown in Chapters ͝ and ͞, the number of differently behaving material
batches is not known prior to operation and can increase continuously. Fur-
thermore, while a specific material batch might be encountered in the past,
and thus is known generally, historic process data might not be available for
the desired machining state. Thus, in this study, a material batch is consid-
ered known if a material batch with similar machinability was encountered
in the past, the machinability of that material batch is characterized, and
historic feature vectors for the given machining state are available. If any of
these three requirements is not met, the material batch is considered novel
for the specific machining state.

To predict the novelty of the sample associated to the process dataຌ, a novelty
detection model ດ(ຌ) is used. The novelty detection model is trained on the
set of historic data for the respective machining stateℳ so that ດ(ຌ) yields
high scores for samples that match the distribution of the historic data and
low scores for data that does not match its distribution. This computed score
is denoted as novelty score ຠnovelty. With the novelty of a sample expressed by
the novelty score, the binary decision is made by comparing the novelty score
to a predefined threshold, also known as a decision boundary. Novelty scores
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above the threshold arewithin thedecision boundary, and are thus considered
known, while samples that fall outside the boundary are considered novel.

During model training, the selected historic data can be extended beyond
machining stateℳ. Thereby, especially for machining states with low data
volume information from nearby, and thus similar, machining states can be
utilized. Therefore, a compromise needs to be made between more accu-
rate novelty detection results due to higher data volume versus less accurate
detection results due to increased signal influences from machining state
deviations. These tolerance limits໧ thus need to be adjusted for eachmachin-
ing state individually during model optimization. Given the limits for cutting
speed ໧ᒑ𝑐, feed rate ໧ᒁ, and flank wear width ໧𝑉𝐵, the relevant training data
ຌ forℳ can be found as a subset of all historic dataℋ as:

ຌ = ᗜປ ∈ ℋ | (ຣᑾ,ℳ − ໧ᒑ𝑐 ≤ ຣᑾ,ᒉ ≤ ຣᑾ,ℳ + ໧ᒑ𝑐) ∧
(ດℳ − ໧ᒁ ≤ ດᒉ ≤ ດℳ + ໧ᒁ) ∧
(ຊ𝐵ℳ − ໧𝑉𝐵 ≤ ຊ𝐵ᒉ ≤ (ຊ𝐵ℳ) + ໧𝑉𝐵) ∧
(toolℳ = toolᒉ)ᗠ

ȋ͟͞Ȍ

Besides optimizing the tolerance values for data selection, the specific novelty
detection algorithm and the respective configurable parameters, in this study
known as hyperparameters, need to be optimized. In this work, the novelty
detection algorithms OneǦClass SVM and Isolation Forest ȑͥ͟͟Ȓ are selected.

To adjust a trainedmodel for newly characterizedmaterial batches, themodel
training procedure needs to be executed again. When retraining the model,
one needs to consider whether the data volume increased sufficiently, so that
the chosen tolerances for sample selection can be decreased. Furthermore,
the model could be adjusted regarding its sensitivity throughout operation
without the need of retraining by adjusting the threshold of the decision
boundary.

4.2.2 Material Batch Identification

With the material batch detected as a material batch of known behavior, the
batch classification procedure can be carried out. To do this, a supervised
classification model is used for predicting the class ຦̂ based on the feature
vector ຌ. The target value, the material batch ℬ, is a categorical value. Thus,
it needs to be encoded using one-hot encoding. Furthermore, the feature
vectors are scaled to a standard distributionwith ameanof zero and avariance
of one to improve model training ȑ͟͜͡Ȓ. ȑP͝͝Ȓ
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The procedure for model training is shown in Algorithm ͣ. First, relevant
training data needs to be selected from all available historic data ȋsee Equa-
tion ͟͞, page ͥ͡Ȍ. Subsequently, the standardization procedure ຠ(ຌ) = ຌ̃ is
fitted to the distribution of the training data by computing the mean and
standard deviation of the data. Furthermore, the one-hot encoding ຓ(ℬ) = ຦
is initialized for the unique labels encountered in the training data. Both the
fitted standardization model and the encoding model can then be used to
transform the features and labels of the training data to their desired formats.
These preprocessed features and labels allow the training of the classification
model ຕ(ຌ̃). As different machining statesℳmight exhibit characteristic
patterns, machining state-specific models ຠℳ(ຌ), ຓℳ(ℬ), and ຕℳ(ຌ̃) are
used. ȑP͝͝Ȓ

Similarly to the procedure described for training the novelty detection algo-
rithm in Section ͠.͞.͝, there are several hyperparameters within the material
classification pipeline that can be optimized for each machining state. These
include the tolerances ༗ of training data selection, the type of classification
modelກ ∈M as well as all its model-type-specific hyperparameters ຄ𝑀. For
each machining state, a different set of hyperparameters might perform best.
To optimize ༗, ກ, and ຄ𝑀, a range of suitable options is defined for each
dimension. Then, a grid-search approach using three-fold cross validation
is used to find the best combination among the three categories. While the
tolerance limits can be defined independently of the remaining categories,
the hyperparameters depend on the selected model type.

Preliminary experiments reveal that tight ༗ for training data selection, thus
only using data points from the same machining state show the best perfor-
mance when large amounts of training data are available. Contrarily, with
less training data available, a significant improvement in prediction perfor-
mance can be seenwith increased༗, considering data fromnearbymachining
states ȑP͝͝Ȓ. Evaluating various classification models and training data vol-
umes͝, different behavior can be observed, see Table ͢. As expected, more
training data yields better prediction accuracies. While SVM and ANN show
good performances for both high and low data volume scenarios, RF appears
to only perform comparatively well for high data volume and LR only for low
data volume scenarios.

During operation, the trained models are used for inference ȋsee Algorithm ͣ,
function predictȌ. The fitted classification model and the auxiliary data
preprocessing models are loaded. The standardization is used to transform
the feature vector. The fitted classification model ຕℳ(ຌ̃) for machining state

͝ The datasets considered for high volume scenarios contains ͣͤ͞͡ samples on average and
for low volume scenarios ͤ͝͡͡ samples.
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ͤ.͢ DataǦdriven Material Identification Procedure

Algorithm ͣ Train classification model
procedure TRAIN OPTIMIZED MODELȋℳ,ℋ, 𝓣, M, PȌ

for all 𝒯 ∈ 𝓣,𝑀 ∈M, 𝑃 ∈ P𝑀 do
ᑹ, ℬ ← SELECT RELEVANT DATAȋℋ,ℳ, 𝒯Ȍ
⟨ᑹ1, ℬ1⟩,⟨ᑹ2, ℬ2⟩,⟨ᑹ3, ℬ3⟩ ← SPLITȋ⟨ᑹ, ℬ⟩Ȍ ▷ ͟-fold split
for ᒄ ∈ ⟨1,2,3⟩ do

ᒎ, ᒀ, ᒂ ←TRAINȋᑹᕼ ∧ ᑹ(ᕼ+1)%3,ℬᕼ ∧ ℬ(ᕼ+1)%3,𝑀, 𝑃Ȍ
ᙠℬ ← PREDICTȋᑹ(ᕼ+2)%3, ᒎ, ᒀ, ᒂȌ
scoreᕼ ←F΅ SCOREȋℬ(ᕼ+2)%3, ᙠℬȌ

end for
score𝒯,𝑀,𝑃 ←

1
3
∑3
ᖁ=1 scoreᖁ

end for
𝒯ᛳ,𝑀ᛳ, 𝑃ᛳ ← �a�(score) ▷ Select parameters of the highest score
ᑹ, ℬ ← SELECT RELEVANT DATAȋℋ,ℳ, 𝒯ᛳȌ
ᒎℳ, ᒀℳ, ᒂℳ ← TRAINȋᑹ, ℬ,𝑀ᛳ, 𝑃ᛳȌ ▷ Train models for operation

end procedure
function TRAINȋᑹ, ℬ,𝑀, 𝑃Ȍ

ᒎ ← FIT STANDARDIZATIONȋᑹȌ
ᑹ̃ ← ᒎ(ᑹ)
ᒀ ← FIT ENCODERȋℬȌ
ᒔ ← ᒀ(ℬ)
ᒂ ←INITALIZE CLASSIFIERȋ𝑀, 𝑃Ȍ
ᒂ ←TRAIN CLASSIFIERȋᑹ̃, ᒔȌ
return ᒎ, ᒀ, ᒂ

end function
function PREDICTȋᑹ, ᒎ, ᒀ, ᒂȌ

ᑹ̃ ← ᒎ(ᑹ) ▷ Standardize feature vector
ᒔ̂ ← ᒂ(ᑹ̃) ▷ Predict encoded label
ᙠℬ ← ᒀ−1(ᒔ̂) ▷ Decode prediction to class label
return ᙠℬ

end function

ℳ is used to predict the encoded material batch ຦̂. To decode the prediction,
the encoder ຓ(ℬ) needs to be applied inversely so that the predicted material
batch ᙠℬ can be computed as:

ᙠℬ = ຓ−1(຦̂) ȋ͟͟Ȍ

Besides accurate predictions, fast model training and inference times are
important for operation. A fast model training time allows the investigation
of large model-pipeline hyperparameter space ༗, M, P when training and
optimizing new models. Fast inference times however improve the usability
due to reduced waiting times and enable future integration into smart control
systems. Comparing the training timesof thedifferent algorithms, seeTable ͣ,
it can be observed that all algorithms have fast training times equal or less
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ͤ In Situ Identification of Material Batches

Table ͢: Prediction performance for material batch classification of different model types
considering high and low amounts of available training data, adapted from ȑP͝͝Ȓ.

SVM RF NB kNN ANN LR

High data volume ͤͥ.0τ ͤ͢.͝τ ͤ͝.͞τ ͤ͞.͢τ ͤ͡.ͣτ ͤ͝.ͣτ

Lowdata volume ͣ͜.͟τ ͢͞.ͤτ ͣ͠.͟τ ͢͟.͢τ ͣ1.0τ ͤ͢.ͥτ

than ͞͝ seconds͞. The fastest training times can be seen for the simplermodels
NB, kNN and LR while the longest training time of the ANN model is several
magnitudes larger. In regard to their inference times, all investigated model
types take less than ͜.͞͡ seconds for execution, with ANN being the slowest
option. Themodels SVM, NB, and LR have the fastest execution times, taking
less than onemillisecond. Considering both training and inference times, the
investigated ANN model type seems the least suited for the given task when
comparing computational performance while all the remaining algorithms
yield promising results. ȑP͝͝Ȓ

Table ͣ: Comparison of the investigated model types in regard to their computational perfor-
mance, adapted from ȑP͝͝Ȓ.

SVM RF NB kNN ANN LR

Training time ͡.͞ s ͞.͢ s ͜.͜͜͢ s ͜.͜͝ s ͜͞.ͣ s ͜.͠ s

Inference time ͜.ͣ ms ͡͞.ͥ ms ͜.ͣ ms ͞.͟ ms ͟͞͞.͜ ms ͜.͠ ms

4.2.3 Cluster Analysis

As shown in the previous section, supervised learning can be used for classi-
fying the material batch currently being processed as one of the previously
encountered material batches that were present during model training. How-
ever, in the case of novel materials, detected by the novelty detection proce-
dure and for scenarios without any material batch information available, a
different procedure is needed that can provide information about the ma-
chined material without requiring labelled data. Therefore, the usage of
unsupervised clustering approaches is proposed.

The proposed concept can be seen in Figure ͠͝. In an initial step, relevant
historic data is selected from the database based on the machining state
͞ Training and inference times are measured using a machine with Intel Xenon platinum
processor running up to ͟.͝GHz, ͤVCPUs, ͢͝GB Ram running Ubuntu ͤ͝.͜͡. The datasets used
for training contained ͣͤ͞͡ samples on average.

ͥͤ



ͤ.͢ DataǦdriven Material Identification Procedure

ℳ, considering tolerances as shown before ȋsee Equation ͟͞, page ͥ͡Ȍ. The
selected feature vectors are now analyzed by a clustering algorithm regarding
similar characteristics, assigning them to a cluster subsequently. Now, the
available metadata about the samples aggregated in each cluster is associated
to the respective cluster. If ground truth labels about the respective material
batches are available, these are compared with the clusters found, assigning
the label distribution within each cluster as the label of that cluster. Other-
wise, the individual metadata such as date and production orders are used
as cluster labels. Subsequently, the centroid ຑ of a cluster with ຂ samples is
computed as the mean value of each feature vector ຌ:

ຑ =
1
ຂ

𝑁

ᙌ
ᒄ=1

ຌᒄ ȋ͟͠Ȍ

Training

Machining state Data selection

Selected feature vectors

Clustering algorithm

Cluster

Centroids

Centroid computation

Historic data

Associate
metadata

Inference

Sample Distance
calculation

Close centroids
& distances

Knowledge
transfer Batch

Visualization

Apply tSNE transform

Figure ͠͝: The clusters found are represented by the different colors and plotted using the
tSNE method.

To enable a visual analysis of the datawith the respective clusters found by the
human operator, the high-dimensional data needs to be represented in ͞D.
This is achieved using the tSNE method, aggregating the feature vectors to
two dimensions. The detected clusters are expressed by the color and style of
each point plotted with the associated meta information shown in the legend.
Furthermore, in process monitoring scenarios without any available material
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ͤ In Situ Identification of Material Batches

batch information, the computed cluster map can be analyzed for related
clusters that can be used to match experiences from the shop floor. Thereby,
the clustering visualization can be used to derive necessary labels to trans-
form the unsupervised clustering approach into the supervised classification
approach.

During operation, the euclidean distances between a novel sample and each
centroid are computed. The three closest clusters are considered relevant and
used to transfer their associated cluster knowledge weighted by the inverse
distance to the novel sample. Thereby, information about the novel sample
can be derived as interpolation among the information of all close data points
weighted by their similarity, with closer samples having a higher impact.

There aremanyalgorithms for finding such clusters and assigning the samples
to the respective cluster, however, most require parametrization regarding
the expected amount of clusters - a requirement which can not be met in the
present use case. Thus, the evidence accumulation algorithm ȑͤ͟͠Ȓ is used as
no prior cluster count is required.
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5 Smart Manufacturing System for Process
Optimization Regarding Deviations among
Material Batches

Process optimization methods are needed that can utilize the identified
material batch to recommend corrective actions to be taken by the operator
to adjust the cutting process. Thereby, batch-aware process optimization
is enabled. In this chapter, this process optimization as well as the derived
smart manufacturing system for process optimization regarding deviations
among material batches ȋSMaPOMBaȌ are shown.

In Section ͡.͝, the procedure of batch-aware process optimization is detailed.
Here, established tool life prediction models are adapted to model material
batch-specific machinability. If such information regarding the material
batch’s machinability is available, the effect of changing the cutting parame-
ters on different optimization targets can be computed.

Consecutively, given the methods proposed for TCM, material identification,
and process optimization, specific operational strategies can be derived ȋSec-
tion ͡.͞Ȍ. Next, these strategies are mapped into a service-based architecture,
based on the individual methods and their interactionȋSection ͡.͟Ȍ. Finally,
the prototypical implementation of the proposed smart manufacturing sys-
tem is detailed ȋSection ͡.͠Ȍ.

Individual services and architectures of the specific parts of the proposed
smartmanufacturing systemwere already discussed in publications by the au-
thor ȑPͣ, P͝͝ȂP͟͝Ȓ. Parts of the implementation were investigated in student’s
work guided by the author ȑS͡Ȓ.

5.1 Optimization of Machining Processes Regarding
Material Batch Deviations

The general concept for process optimization can be seen in Figure ͠͞.
Through the previously proposed material batch identification methods,
Section ͠.͞, the most similar behaving material batch from the past can be
identified for a given to-be-optimized material. This information can then
be used to find information associated to the detected batch in the batch
behavior index ȋBBIȌ and apply it to the material currently being machined.
With machinability information available, the influence of changing the
cutting parameters on the expected tool life is approximated and the impact
on the optimization target is computed. Thereby, the cutting process can be
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improved by finding the set of cutting parameters that optimizes the selected
target metric.

Machined part

Process data

Optimized
cutting

parameters

Material
identification

Process
optimization

Batch behavior
index

Batch ID

Figure ͠͞: The ID of the material batch, identified by the material identification procedure, is
used to find and transfer historic information for process optimization to the current material
batch.

5.1.1 Optimization Targets

Cutting processes can be optimized towards various target metrics. In this
study, the considered metrics are total costs per part, production time, proǦ
ductivity, and net chip rate. Furthermore, a specific maximal remaining
production time can be set as a boundary condition to limit the search space.
Thereby, more complex optimization targets, such as finishing a machining
operation in a given time-frame at a cost optimum, can be realized. The
general cost relations for turning operations, in accordance with ȑͥͤ͟Ȓ, can
be seen in Figure ͟͠.

ᒑ𝑐, ᑼᖃ, ᒁ

C
os

ts
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y

Minimum costs per part

Maximum
productivity

Productivity
Part costs
Machining costs
Tool costs
Tool changing costs
Non-productive costs

Figure ͟͠: Cost relations in machining based on the cutting parameters, adapted from ȑͥͤ͟Ȓ.

The total costs per part can be expressed as the sum of the machining costs,
non-productive costs, tool-change costs, and tool costs. The production time
ȋມᒋȌ is defined as the sum of machining time ȋມᒈȌ and tool change time ȋມᑾȌ.
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ͥ.͡ Optimization of Machining Processes Regarding Material Batch Deviations

Furthermore, the productivity can be calculated as the inverse of the sum of
ມᒋ and the non-productive time ȋມᒉȌ.

While ມᒉ needs to be determined empirical, ມᒈ can be found as ratio of the to-
be-machined-volume ȋຊȌ and the MRR and ມᑾ can be derived by the number
of tool changes ȋປtcȌ, the time per tool change ȋມtcȌ, and the expected tool life
ຈ of a cutting tool at given machining stateℳ for batch ℬ as:

ມᑾ = ປtc ⋅ ມtc =
ມᒈ
ຈℳ; ℬ

⋅ ມtc ȋ͟͡Ȍ

Finally, the net chip rate ȋNCRȌ is defined as the effective material removal
rate considering the non-cutting times due to tool changes. Thereby, the
NCR is calculated as:

NCR =
ຊ
ມᒋ

ȋ͟͢Ȍ

5.1.2 Batch Behavior Index

For all optimization targets, the influence of the material batch’s machinabil-
ity is expressed through the batch-specific tool life. Besides themachinability,
other relevantmiscellaneous batch-specific information is identified with the
respective stakeholders from operation and technology teams. This includes
metadata on the broadest level, such as the material supplier and the date the
material was machined last as well as verbose statements regarding actions
taken to improve the machining behavior. Both, the batch-specific machin-
ability and the miscellaneous information are stored in the batch behavior
index ȋBBIȌ. Therefore, the BBI can include quantitative information such
as measured tool life values from manual material characterization or quali-
tative information such as notes of the machine operator regarding process
adjustments taken for improving the machining behavior.

For the machinability assessment, tool life models are of particular interest
in this study, estimating the expected tool life for a given material and a
set of cutting parameters. Among the many existing tool life models, the
model proposed by Taylor in its original ȑ͡͞Ȓ and its extended versions ȑ͟͡Ȓ
are especially suitable for industrial approaches due to their low number of
parameters ȑ͡͝Ȓ. This methodology can be adapted for tool life prediction for
material batches by computing material batchǦspecific coefficient parameters
rather thanmaterial gradeǦspecific coefficient parameters. In its original form,
the expected tool life ຈ can be computed for cutting speeds ຣᑾ given the two
model parameters ຑᒑ and ຘ ȋsee Equation ͣ͟Ȍ ȑ͡͞Ȓ. In its extended version, the
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model also considers the feed rate ດ and cutting depth ຏᒋ through additional
parameters ȑ͟͡Ȓ. Given the material batch-specific coefficient parameters ຑᒏ,
ບ, ປ, and ພ the expected tool life ຈ can be computed for machining batch ℬ
at cutting parameters ຣᑾ, ດ, and ຏᒋ as seen in Equation ͤ͟. While the original
version requires fewer parameters and thus less effort for set-up, the extended
version has a greater scope by covering the three main cutting parameters.

ຈ = ຑᒑ ⋅ ຣᑾᒆ ȋͣ͟Ȍ

ຈ = ຑᒏ ⋅ ຣᑾᒈ ⋅ ດ
ᒉ ⋅ ຏᒋᒌ ȋͤ͟Ȍ

Thus, known coefficient parameters ຘ and ຑᒑ or ຑᒏ,ບ, ປ, and ພ for a specific
material batch can be stored as entries of typemachinability in the BBI and
then used during operation to compute the expected tool life. Based on the
selected model, boundary conditions that limit the scope of the model need
to be considered. The coefficient parameters of the original Taylor model are
limited in scope by the feed rate, cutting depth, and type of tool, while the
extended version is only limited by the type of cutting tool used.

The BBI is designed as a set of entries, where each entry consists of a key,
a type, a value, and optionally a scope. The key refers to the batch index
for which that entry is valid. The type specifies whether the information
is a machinability or a miscellaneous information while the value contains
that specific information. Furthermore, if information of an entry is related
to a specific cutting condition, it has to be specified as scope. As multiple
behavior entries can be associated to the same material batch the key value is
not unique. An example of multiple sample entries of the BBI can be seen in
Table ͤ.

Table ͤ: Exemplary BBI containing different entry types.

Key Type Value Scope

ℬ1 Miscellaneous Last used: ͤ͠.ͣ͠.͢͢͠͡

ℬ2 Machinability kϋ−6.68, ᑾᖉ = 7.37∗1017 ℳᕹ∶0.7; 𝑎ᖃ∶4; tool D

ℬ2 Miscellaneous “Use cutting tool type Aǳ

The necessary set of BBI entries can be generated during or prior to operation.
To do this, existing process information acquired in the past, i.e. batch-
specific parameter coefficients of a Taylor model computed during manual
material characterization, canbeadded to theBBIwith the respectivematerial
batch as the key, and theused cutting tool type, feed rate, and cutting depth as
the scope. Furthermore, the proposed TCM routine can be used throughout
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operation for the generation of additional entries, which are added to the
BBI.

5.1.3 Parameter Recommendation

Given the identified material batch ᙠℬ, the BBI is searched for entries with a
matching key. If an entry is found that contains machinability information,
such as the coefficient parameters ຝ for either the original or the extended
Taylor model, the tool life ຈ can be computed for a potential set of cutting
parameters ຑ. Subsequently, ຈ can be used to calculate the various optimiza-
tion target metrics 𝐸 for machining ᙠℬ at ຑ. This approach can now be used
to compute 𝐸 for the current cutting parameters ຑ̂ and for custom cutting
parameters ຑᛲ defined by the user. Furthermore, the set 𝐶 of all potential
cutting parameter combinations can be used as parameter space to find the
combination ຑideal that yields the extremum for the desired optimization
target 𝐸main.

While theoptimal set of cutting parametersmight provide thegreatest impact
on the desired optimization target, in practical scenarios other factors have to
be considered, such as suggested cutting parameter limits by the tool supplier,
manufacturing guidelines, or human expertise, which limit the theoretically
computed optimized cutting parameters. Thus, besides calculating the ideal
set of cutting parameters, visual tools are provided to the operator showing
the impact on the targetmetrics of changing the cutting parameters. Thereby,
the effects of adapting the cutting parameters can be analyzed.

Typically, the cutting speed and the feed rate are adjusted by the operator
to improve the machining process. This can be carried out easily using the
override functionalities of the machine tools without having to adapt the
cutting program. Therefore, a visual assessment of the influence of adapting
these parameters for the different optimization targets is precomputed and
shown to the operator as a heat map ȋsee Figure ͠͠Ȍ. The cutting speed
is shown as the x-coordinate and the feed rate as the y-coordinate. The
color shade represents the forecasted effect at each set of cutting parameters.
Furthermore, the current cutting parameters and the ideal cutting parameters
are shown, thereby visualizing the needed adjustments to reach a global or
local optimum.

While the heat map allows an intuitive visualization of the effect of various
cutting parameters on the primary optimization target, the effect on other
targets might also be of interest. Therefore, a bar style visualization is used
to show the effects for all optimization targets ȋsee Figure ͠͡Ȍ. Additionally,
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Figure ͠͠: Visualization of the effects based on cutting parameter adjustments considering
machinability influences of material batches.

user-defined parameters can be considered, allowing for the forecasting of
non-ideal parameters.

The complete procedure for parameter recommendation can be seen in Algo-
rithm ͤ. Given ᙠℬ,ℳ, the current cutting parameters ຑ̂, themain optimization
target 𝐸main, and optionally user-defined cutting parameters ຑᛲ, recommen-
dations can be generated. The BBI is queried by ᙠℬ to find relevant BBI entries.
Entries of type miscellaneous are then directly conveyed to the operator. Fur-
thermore, with the coefficient parameters ຝ present, the optimization targets
𝐸 are computed for ຑ̂, ຑᛲ and 𝐶. Thereby, the ideal set of parameters ຑideal can
be returned to the operator in combination with the computed heat map ๼ກ
and bar plot 𝐵ຄ detailing the effect of adapting the cutting parameters on the
different optimization targets.

In the case of a novel material with transferred knowledge assigned, several
material batch identifierswith individualweightings arepredicted. Therefore,
foreachpartiallyassignedmaterial batch, theassociated BBI entires are found,
and the combined results are weighted based on the assigned weight of the
respective material batch and returned to the user.
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Figure ͠͡: Visualization of the effect of current cutting parameters, custom user parameters,
and the ideal recommended parameters on the various optimization targets.

Algorithm ͤ Parameter recommendation
procedure RECOMMENDȋᙠℬ,ℳ, ̂ᑾ, ᑾᛳ, 𝐸mainȌ

ᓇ ←SEARCH BBIȋᙠℬ,ℳȌ
DISPLAY MISCELLANEOUS ENTRIESȋᓇȌ
if ᒋ ∈ ᓇ then

for all ᑾ ∈ (𝐶 ∪ ̂ᑾ ∪ ᑾᛳ) do
𝑇𝑐 ← TOOL LIFEȋᒋ, ᑾȌ ▷ Estimate tool life
𝐸𝑐 ← COMPUTE EFFECTSȋ𝑇𝑐, ᑾȌ

end for
𝐸𝑐ideal ← �a�𝐸
ᑾideal ← argmax 𝐸 ▷ Find ideal ᑾ that maximize 𝐸
𝐻𝑀 ← GENERATE HEAT MAPȋ𝐸main, ᑾideal, ̂ᑾ, ᑾᛳȌ
𝐵𝑃 ← GENERATE BAR PLOTȋ𝐸𝑐̂, 𝐸𝑐ᛳ , 𝐸𝑐idealȌ
return ᑾideal, 𝐻𝑀,𝐵𝑃

end if
end procedure

5.2 Operational Routines
In this section, different routines of the smart manufacturing system are pro-
posed, using the introduced methods for tool condition assessment, material-
batch identification, and process optimization.

Ȉ ThematerialǦbatch aware parameter recommendation routine is the central
routine of the smart manufacturing system, recommending changes to
the cutting process during operation based on the detected material batch.
Therefore, it is only used during operation to observe process data and to
infer recommended corrective actions.

Ȉ For novel material batches, an automated material characterization rou-
tine is provided to assess their machinability throughout operation. This
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involves both the tracking of the machined volume during the cutting
operation and the assessment of the tool condition before and after the ma-
chining operation. The truematerial characterization and model retraining
takes place during non-productive time such as maintenance work.

Ȉ Similarly, a continuous model improvement routine is incorporated for a
continuous model improvement for known material batches. As detailed
for the material characterization, the machined volume is tracked during
the cutting operation and the tool condition is measured before and af-
ter machining. Through this, additional ground-truth data is generated
once the process is stopped, which can be used to correct and retrain the
respective models.

Ȉ Finally, a novel scene adaptation routine is detailed, which aggregates func-
tionalities for generating the necessary training data for novel situations.
This routine is only used outside normal operation when a new scene is
introduced into the TCM system.

5.2.1 Material-batch AdaptiveMachining

The concept for material-batch adaptive machining is realized as recom-
mendation system and can be seen in Figure ͢͠. At the start of the cutting
operation, the TCM system is utilized to assess the condition of the cutting
tool. During machining, the data handling pipeline is used to observe process
data from the machine’s NC, deduce the current machining state, preprocess
the process data, and aggregate the preprocessed data into information-dense
features. Based on the machining state, the model storage is queried for the
respectivemodel instancematching themachining state. If no trained model
is found, the respective model training routines are carried out for training
the models, which can then be saved to the model storage for reusability.

Start Compute machining state

Model instances
available? No

End

Novelty detection

Is batch novel?

Classification

Clustering

Parameter recommendation

Start automated material characterization routine

Train model
instances

Assess tool condition

No

Yes

Inform operator

Figure ͢͠: General procedure for adaptive machining.
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With the loaded or freshly trained model, the novelty of the material cur-
rently being machined can be computed. In the case of a known material
batch, it is classified using the material classification procedure. Now, the
parameter optimization methods are used to calculate the expected tool life
and recommend cutting parameters for optimized machining regarding the
selected metric. Furthermore, verbose information is conveyed to the opera-
tor suggesting the change of the cutting parameters. In the case of a novel
material being detected, the automated material characterization routine
is initiated. Also, the cluster analysis is carried out. If ground-truth label
information is available, the recommendations for each detected material
batch are shown, allowing the operator to assess how the cutting process
should be adapted.

5.2.2 Characterization of Novel Batches

As not all material batch variations are known prior to machining, material
characterization needs to be carried out when encountering novel materials.
Therefore, the automated material characterization routine guides the oper-
ator through the automated procedure for characterizing a novel material
batch detected by the novelty detection ȋsee Section ͠.͞.͝Ȍ. Through this,
the material’s machinability is determined, which allows for its integration
into the material identification procedure and the proposal of optimized
machining parameters.

Themain task involved is to assess amaterial batch’s machinability. As shown
in Section ͞.͞.͞, there are several approaches for describing the machinability
of a material. In this work, the machinability assessment based on tool life is
used as theground truthmachinabilitydata. For thismethodof machinability
determination, the wear of the cutting tool needs to be monitored in relation
to the tool life. As the rate of tool wear typically depends on the cutting
parameters, these need to be considered as well. While the tool’s usage time
can be derived from themetadata of the cutting operation, the tool condition
can be acquired using the TCM system proposed in Chapter ͟.

The general procedure of the automated material characterization routine
is shown in Figure ͣ͠. The procedure can be initiated manually or by the
material batchǦaware parameter recommendation routinedetecting amaterial
batch with novel behavior. With the novel material batch detected, the
operator is tasked to choose an initial set of cutting parameters ຑ1. Given
the set of initial cutting parameters, a fresh cutting tool is exchanged and
the cutting process is conducted. Throughout the machining process, the
monitoring strategy as shown before is executed, stopping the process once
the cutting tool is worn out. Thereby, the tuple ໤1 of ground-truth data
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is yielded consisting of the selected cutting parameters ຑ1, the respective
achieved tool life ຈᑾ1, and the feature vectors ຌᑾ1 computed from the observed
process data. By doing this, initial information about the machinability of
the novel material batch ℬ𝑁 at ຑ1 is obtained.

Start

Use fresh
cutting tool

Machine at ᑾᕼ until
tool end-of-life

iώn Determine model
parameter coefficientsNo

End

Select cutting
parameters ᑾᕼ

Retrain model
instances

𝒫ᕼ ∶ ᗼᑾᕼ, 𝑇𝑐ᕼ , ᑹ𝑐ᕼᘀ 𝒦ℬ𝑁

Yes

Figure ͣ͠: The automated material characterization routine requires the completion of at
least two full tool cycles at different cutting parameter to determine the material batch’s
machinability.

However, when using the original Taylor’s model, the tool life needs to be
determined at least for a second set of cutting parameters ຑ2. Here ຑ2 can
only vary regarding the cutting speed ຣᑾ from ຑ1 while the remaining cutting
parameters must be kept constant. Different feed rates ດ and cutting depths
ຏᒋ must be chosen only when using the extended Taylor model. However,
in that case more support points are needed depending on the number of
model parameter coefficients. Once the number ຖ of support points ໤meets
the minimum amount ປ of support points of the respective model, the model
parameters are computed. Given the set of tool life and cutting parameters ຣᑾ,
ດ, and ຏᒋ of all support points ໤, a linear regression model can be optimized
using least squared error to approximate the coefficient parameters ຑᒏ,ບ, ປ,
and ພ of the transformed extended Taylor model ȋEquation ͥ͟Ȍ.

��ຈ = �� ຑᒏ +ບ �� ຣᑾ + ປ �� ດ + ພ ��ຏᒋ ȋͥ͟Ȍ

The coefficient parameters can then be added as entries to the BBI. Further-
more, model instances of the novelty detection, batch classification, and
clustering methods can be retrained for the investigated cutting parameters
ຑᒄ.

The necessary behavior during the machining operation can be seen in Fig-
ure ͤ͠. With the material batch being detected as a batch of novel machin-
ability, the expected tool life of the cutting tool for machining the respective
batch is unknown and must be determined. Furthermore, the feature vectors
need to be stored for later model training. The initial cutting parameters
chosen by the operator are kept constant for the remainder of the cut to
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ensure a constant machining state. The cutting process is halted at regular
intervals, and the cutting tool is moved in front of the image acquisition
unit. A picture of the cutting tool is taken, segmented by the proposed image
segmentation model, and used to calculate the maximum flank wear width
ຊ𝐵max. Furthermore, the set of all detected wear defects is shown to the oper-
ator for manual machinability assessment. In parallel, the total machining
time ມᒈ as well as the feature vectors computed from the process data are
stored. Once the measured flank wear width meets a predefined threshold
ຊ𝐵th, the tool is considered worn out. The total machining time ມᒈ up to
that point is used to quantify the machinability as tool life ຈ. Now, the set of
ground-truth information ໤ consisting of the tool life reached ຈ at cutting
parameters ຑ with the observed feature vectors ຌ is provided.

Time
ᒏ0 ᒏᖁ

𝒫 ∶ ⟨ᑾ, 𝑇, ᑹ⟩

TCM

𝑉𝐵ᖁ > 𝑉𝐵th

TCMTCM

𝑉𝐵1 < 𝑉𝐵th

TCM TCM

𝑉𝐵2 < 𝑉𝐵th

TCM

...
ᒏ1 ᒏ2

Feature vector
Cutting operation
Tool condition assessment

Figure ͤ͠: During the investigationperiod of one tool life, thecutting process is halted regularly
to determine the condition of the cutting tool, stopping the process once the end-of-life criteria
is reached.

5.2.3 ContinuousModel Improvement

Through the continuous model improvement routine, the manufacturing
system uses new ground truth data acquired throughout the runtime to
continuously optimize its models. Thereby, both erroneous predictions can
be corrected and additional support points for parameter optimization are
acquired. Thegeneral concept can be seen in Figure ͥ͠. During operation, the
proposed classification models are used to classify the material batch based
on the available data. However, due to environmental noise and model errors,
faulty predictions might occur. Preliminary studies show that such lowered
prediction accuracies are encountered especially for machining states with
low data volume ȑP͝͝Ȓ. Independent of the material batch predicted during
machining by process monitoring, after completing the cutting operation
the true machinability of the workpiece can be judged using the decrease
in tool condition as absolute measure for machinability. This enables the
comparison of predicted machinability and actually measured machinability.
With the error between both measures, the process monitoring system can
then be adjusted accordingly.
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Figure ͥ͠: The error between model prediction and ground-truth machinability assessment is
used to retrain the models.

The specific procedure is shown in Figure ͜͡. It is assumed that the expected
tool life ᙠຈ is smaller than the machining time ມᒈ of all parts machined from
one batch so that at least one full tool life can be observed during machining.
The continuous model improvement routine is autonomously running in the
background during operation and does not require input from the operator.
The routine enters its active state once a new cutting tool is used. Now, the
machining time ມᒈ and the cutting parameters ຑ are tracked throughout
the consecutive machining operation. Again, the material identification
procedure is used to identify the predicted material batch ᙠℬ and recommend
optimized cutting parameters ຑᛲ. These are now adjusted by the operator
to cutting parameters ຑ̃. The cutting parameters are then kept constant
until the tool reaches its end-of-life. Thereby, the total machining time
ມᒈ characterizes the true tool life ຈ of the true material batch ℬ at cutting
parameters ຑ̃. Given the coefficient parameters of the Taylor’s model for ᙠℬ,
ᙠຈ at ຑ̃ can be computed. Furthermore, the calculated feature vectors ຌ are
stored temporarily for potential post-process model retraining.

Assuming that ຑ̃ stayed constant during the machining time of the inves-
tigated cutting tool, ຈ can now be compared with ᙠຈ to improve prediction
performance. In case both metrics are similar, with similarity defined as a
configurable relative deviation, the material prediction is judged as correctly
classified. As a result, the acquired tool life ຈ at ຑ̃ is added to the support
points for machinability model generation of ᙠℬ, the model parameter coeffi-
cients are recalculated, and the temporarily stored process data is added to
the historic data. Thereby, the data volume and data variety increases.

Alternatively, if ຈ and ᙠຈ are not considered similar, it needs to be determined
whether the material was actually from another batch manufactured in the
past, thus amisclassification, or whether it is unknown with a novel behavior.

͝͝͞



ͥ.͢ Operational Routines
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Figure ͜͡: Depending on the error between predicted tool life ᙠ𝑇 and true tool life 𝑇 either
model retraining or novel material characterization takes place.

For all known material batches ℬᒄ, ຖ ∈ 1, 2, … , ປ the expected tool life ᙡຈℬᕼ
at cutting parameters ຑ̃ is computed. If no ᙡຈℬᕼ is similar to ຈ based on the
same similarity criteria as before, the material batch machined is considered
unknown, and thus the error can be attributed to the novelty detection pro-
cedure. Otherwise, if similar batches are found, the error can be assigned
to the material identification method as amisclassification. For retraining,
the most similar material batch is considered the true material batch. In this
case, the new ground truth data point ⟨ℬᒄ, ຑ̃, ຌ⟩ is added to the support points
and the model parameter coefficients are updated accordingly. Furthermore,
the model instances are retrained with the new feature vectors. In case of
unknown material behavior, the automated material characterization routine
is initiated, using the data point ⟨ℬ𝑁, ຑ̃, ຌ⟩ as the first support point for the
novel material batch ℬ𝑁. Thus, the number of necessary cutting parameters
is decreased by one. Here, no model retraining happens immediately as
further support points are needed, thus offloading the model retraining to
the material characterization routine.

5.2.4 Effective Adaptation to New Scenes

As previously introduced, significant influences of the environment such as
the cutting scenario, the machine itself, or the surrounding environment
require the different ML-models to be trained for one specific situation, a
scene. Within a scene, all samples are expected to be rather similar and
only vary in the degree of tool wear for the TCM and the impact of the
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material batch for process optimization. When dealing with a large amount
of scenes such as when operating many machines or when encountering
domain variations, see Section ͟.͝.͞, an effective adaptation of the trained
models to new scenes becomes important.

While the process monitoring system itself can be adapted to new scenes
through the automated material characterization routine, a functioning TCM
system is needed for tool condition assessment. Thus, the focus of new scene
adaptation is on the training of the TCM system for the visual characteristics
of the images acquired in the new scene. The main constraint hereby is the
usage of the least amount of manual labelling effort possible. Therefore,
the proposed methods for effective labeling and efficient data reuse through
domain adaptation are utilized.

The concept for an effective training of the TCM system is shown in Figure ͡͝.
Here, a small amount of images from the new scene is needed. Using these
images, a process expert can use the proposed tool for data annotation, which
provides an initial label estimation using unsupervised learning. Doing so,
the expert is tasked to correct annotation mistakes by the annotation tool,
thereby allowing for the labelling of enough data in a short amount of time.
While the process expert needs to be involved during data annotation, the
remaining procedure happens automatically. Using the manually generated
low volume dataset of annotated images, the domain adaptation model is
trained to translate the existing historic image data from other scenes to
match the detected shape and visual properties of the new scene. Using the
trained translationmodel, synthetic training data is generated. Both datasets,
the labelled dataset and the synthetic dataset, can then be used to train the
image segmentation models.

Start

Image
acquisition

Manual
annotation

Domain
adaptation

Historic
data

Training
data

Model
training

End

Superpixel
reference set

Figure ͡͝: The TCM training routine incorporates both manual image annotation and auto-
mated synthetic data creation to generate training data for training the image segmentation
algorithms.
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5.3 Deduction of a Service-based Architecture
The different routines of the smart manufacturing system detailed in Sec-
tion ͡.͞ aggregate the proposed methods for tool condition monitoring, ma-
terial batch identification, and parameter recommendation into high-level
functionalities commonly encountered during operation and set-up of the
system. In this section, the individual methods and procedures are mapped
into a service-based architecture, which is partly cloud-based and partly edge-
based, with each service providing specific functionalities given the required
input. Furthermore, the interfaces between the different services need to be
defined. Through this, the architecture of the smart manufacturing system,
which enables the execution of all proposed routines, is derived.

In Figure ͡͞ the complete system can be seen using the Fundamental ModelǦ
ing Concept notation. Here, a differentiation is made between agents and
storage components. Agents represent active entities within the system such
as sensors, services ȋexecutable scriptsȌ, and humans. Contrarily, storage
components are passive objects containing various data elements that are
stored over time, such as models and databases. Short-term data, such as
the preprocessed feature vector or the identified material batch, are only of
temporary interest at that point in time and are thus not considered storage.
Furthermore, communicationchannels allow the transmissionof information
that does not need to be stored between agents. ȑͥͥ͟Ȓ

5.3.1 Storage Components

The model storage elements store the specific trained instances for all the
different models used. This includes the image embedding models for the
data annotation method, the image segmentation models, the novelty detec-
tion model, the batch classification model, and the clustering model. When
models are trained with several instances, such as the scene-based image
segmentation models and the machining-state-based material identification
methods, the instance-defining parameter is used as a key so that the correct
instance can be loaded during operation. The domain adaptation method
does not have amodel storage assigned, as the image translationmodel needs
to be newly trained for each novel scene and is only needed once during
initial training for the respective scene. Thus, saving the trained model for
reusability is not needed.

Further imagedatastoragecomponentsareused for thevariousTCMmethods.
These include the superpixel reference dataset for similarity calculationduring
annotation, the historic image database of micrographs and their respective
annotated semantic label masks, annotated images, for the various scenes
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Figure ͡͞: The proposed smart manufacturing system contains many agents and storage
components with specialized purposes to provide the different functionalities for set-up and
operation.

encountered in the past and the reference image per scene used during image
preprocessing for contextualization.

The processmonitoring systemutilizes a variety of storage components, as dif-
ferent types of information need to be made available for different purposes.
Initially, during data preprocessing the look-up-table GǦCode to machining
state contains the mappings of the expected G-Code messages indicating the
start of a cutting operation and the respective cutting parameters. Further-
more, the baseline data is stored as reference data for signal compensation
together with the context data, used for context correction during prepro-
cessing. Finally, the initial tool condition measured by the TCM system at the
start of the cutting operation is stored to maintain a tool condition baseline
throughout operation.
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With the material batch detected, the parameter recommendation service
utilizes both theBBI and the configured business data. The BBI is realized as a
look-up-table, containing the coefficient parameters for process optimization
models and miscellaneous entries indexed by the material batch ID. The
business data contains relevant cost parameters needed to calculate the
optimization targetsand recommendoptimized cutting parameters regarding
the selected metric.

Finally, the derived feature vector, machining state, novelty, predicted mate-
rial batch, and tool condition metrics are stored in a buffer for post-process
evaluation. Thereby, with the knowledge of the truemachinability, themodel
retraining service can append the observed process data with the correct
machinability to the historic process data storage, which is persisted across
machining operations and used to train the material identification models.

5.3.2 Active Components

The active components, shown as agents in Figure ͡͞ include humans, hard-
ware, and software services such as algorithms. The involved humans are the
process experts, who are needed for annotating the cutting tool images, and
the operator, who receives the recommendations from the smart manufactur-
ing system and can thus adapt the cutting process. The primary hardware
agent is themachineǯs NC, which provides a continuous data streamof control
data as well as machining settings. The second hardware agent is the camera
that is integrated into the machine tool to take pictures of the cutting tool.

The data annotation service takes images from the image acquisition unit
and provides a frontend to the process expert for annotating the data. The
respective models used for hinting at the annotation are loaded from the
model storage and are updated with every intervention by the human an-
notator. As an output, the service provides a set of micrographs and their
respective annotated semantic label masks, which are stored in the historic
image storage.

For model training, these annotated images of a novel scene are used by the
domain adaptation service to train the temporary image translation model.
With the trained translation model, historic data is translated to match the
characteristics of the novel scene, thereby creating a synthetic dataset as part
of the training dataset.

The image preprocessing service appends the reference image for the respec-
tive scene, loaded from the reference image database, to the micrograph as
described in Section ͟.͞.͝, yielding the contextualized image. During infer-
ence, this preprocessing step is carried out for each micrograph acquired by
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the camera, while during model training the preprocessing step is carried
out for each image in the set of real and synthetic training images.

Model training services are used both for training the image segmentation and
the time-series models. For image segmentation, the temporary contextual-
ized training dataset is used for novel scenes, while the time-series models
are trained using historic process data as well as data acquired throughout
operation from the buffer and the ground truth data generation service. For
computational efficiency, only specificmodel instances for certain machining
states are trained, such as the current machining state if no prior models are
available, or the machining states encountered during automated material
characterization. The model training service concludes by storing the respec-
tive model instances in themodel storage and notifying consecutive services
about training completion.

During operation, images are acquired by the image acquisition unit once
a trigger from the machine’s NC is received. These images are forwarded
to the image preprocessing service, appending the reference image to the
micrograph. The contextualized images are then used by the image segmenǦ
tation service. The trained image segmentation model is loaded from the
model storage and used to evaluate the image. The prediction results are then
directly analyzed by thewear KPI calculator yielding the desired wearmetrics.
Both the segmented image and the predicted wear metrics are shown to the
operator using a frontend service. Furthermore, the assessed wear condition
is added to the current machining state and provided as a data source.

The data handling service of the process monitoring system retrieves continu-
ous process data from the machine’s NC. For the data preprocessing, further
data sources are needed, such as the GǦCode to machining state, the baseline
data, the context data, and the initial tool condition. Using the procedure
shown in Section ͠.͝, these data sources are used to continuously yield the
current machining state and the preprocessed feature vector.

The three services novelty detection, material batch classification, and clusterǦ
ing provide the respective functionalities for material identification during
operation. Each service uses the current machining state to load the respec-
tive model instances from themodel storage. If there is no model trained yet
for the given machining state, themodel training service is tasked to train and
provide a new model. With the trained model loaded, the novelty detection
algorithm evaluates the preprocessed feature vector, providing information
about the material batch’s novelty. Subsequently, either thematerial batch
classification or the clustering service, based on the novelty information, are
used to analyze the feature vector, yielding information about the estimated
material batch.
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The recommendation service uses the detected process information, such as
material batch novelty, detected material batch, or assigned material cluster,
and recommends actions ȋsee Section ͡.͝Ȍ. To do this, the user-selected optiǦ
mization target as well as the bbi is needed. The computed recommendations
are conveyed to the operator through a frontend interface. Furthermore, the
assessed novelty and the detected material batch are shown in the GUI to
the operator.

Moreover, the ground truth data generation module uses the tool conditions
assessed before and after machining in combination with the observed chip
volume at the given machining state to calculate the true machinability
after the end of a machining operation. This information is provided to the
continuous improvement service.

The continuous improvement service observes the prediction behavior of the
smart manufacturing system. Throughout operation, the computed feature
vectors and the predictions from the novelty detection, batch classification,
and clustering are stored in a temporary buffer. At the end of the cutting op-
eration, the predicted machinability is compared with the true machinability
computed by the ground truth data generation module. Now, the buffered
data can be added with the true label to the historic database and model
retraining is executed.

5.4 Implementation
The proposed smart manufacturing system is implemented as a prototype
using primarily industrial edge and cloud computing technologies. First,
in Section ͡.͠.͝ an overview of the technical systems involved is given. The
proposed microservice architecture is mapped onto these systems showing
how intra and inter systemcommunication can be realized. Subsequently, the
prototypical implementations are detailed. For that, the various applications
are grouped into edge applications ȋSection ͡.͠.͞Ȍ, cloud applications ȋSec-
tion ͡.͠.͟Ȍ, and remaining applications running on miscellaneous hardware
ȋSection ͡.͠.͠Ȍ.

5.4.1 Distributed Logic Execution

For implementation, several types of logic execution levels can beused. These
include edge computing, cloud computing, and miscellaneous computing,
which groups other technical systems such as personal, industrial, and em-
bedded computers. In this study, the solutions for machine tool applications
provided by Siemens are used primarily. For edge computing, the Sinumerik
Edge technology is used, which integrates well with machine tools using
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modern Sinumerik motion controls. As a cloud computing platform, the
MindSphere platform is utilized while also incorporating AWS cloud comput-
ing capabilities. Furthermore, the simulation of the expected process forces
is done using the computer aided manufacturing software NX CAM.

The high-level communication between the different levels can be seen in
Figure ͟͡. The edge device is the central element between the machine net-
work and the internet. Through the machine network, a connection between
the machine’s NC and the edge device is established. Using the Sinumerik
Adapter functionality of Sinumerik Edge, the various data streams from the
machine tool are acquired and provided to the applications running on the
edge device by publishing the data packages as messages to the data bus using
themosquitto ȑ͜͜͠Ȓ protocol. Furthermore, this work implements a proto-
typical solution, which uses an embedded linux computer as an intermediate
layer for reading the microscope data.

Commercial and custom applications can be deployed on the edge device,
reading from and writing to the data bus. Thus, different applications on
the edge device can communicate with each other using the data bus or
additionally by using application programming interfaces ȋAPIsȌ. The edge
applications can also provide GUIs using the integrated reverse proxy tech-
nology. Thereby, a user-interface running within an application on the edge
device is mapped to an open port of the device, enabling outside access.
For the communication between the edge device and cloud platforms, the
MindSphere connector can be used to upload specific messages from the data
bus, while the FileUpload API can be used to upload files from the edge to
the cloud. The communication from the cloud to the edge is carried out
manually in this work. On the cloud system, native applications can be used
for device management and data visualization. Also, custom applications
can be deployed using the cloud foundry ȑ͜͠͝Ȓ framework. The communica-
tion between the different types of data stored on theMindSphere platform,
such as time series, events, and documents, and the custom applications, is
handled by MindSphere’s APIs. In the prototypical phase of the proposed
manufacturing system, remaining components, such as cloud computing
services or personal computers of experts, are integrated on a manual file
transfer basis.

With the different services and storage components defined, certain aspects
that require special attention throughout implementation can be highlighted.
For the three services data annotation, image segmentation ȋduring infer-
enceȌ, and parameter recommendation, a frontend element is needed to
communicate with the user, such as a technology expert or machine operator.
Furthermore, the services which involve model training especially for im-
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Figure ͟͡: The different microservices can be implemented as custom applications for Sinu-
merik Edge and MindSphere and can communicate by using the existing communication
channels.

age data, such as the domain adaptation service and the image segmentation
model training services, require high computational power. During operation,
both the image segmentation module and the process monitoring modules
need to be connected to the NC for triggering the respective data acquisition.
The image segmentation module also needs to be connected to the respective
image hardware for image acquisition.

Based on these requirements, the distribution among platforms can be
achieved ȋsee Table ͥȌ. To agree with the computational need of the model
training algorithms, cloud acceleration is used for the computationally de-
manding image segmentation training services. The services that are used
during machining and require process data from the NC are best executed
near themachine tool using edge computing. In its prototypical state, the cut-
ting force simulation is carried out on the personal computer of the respective
expert and an auxiliary device is needed for image acquisition.
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Table ͥ: Mapping of implemented and integrated applications to computing paradigms

Edge computing Cloud computing Miscellaneous comput-
ing

Data handling Data annotation Image acquisition

Novelty detection Domain adaptation Cutting force simulation

Batch classification Model training͝

Batch clustering

Parameter recommendation

Data logging

Image segmentation

Model training͞

5.4.2 Edge Applications

On the Sinumerik Edge device, custom applications can be designed using
the Sinumerik Edge AppSDK. The applications themselves are developed
using the Docker ȑ͜͠͞Ȓ technology with each application potentially com-
bining multiple specialized containers. The individual containers, their
configurations, and the access to resources is specified in a dockerǦcompose
file. Additionally, themetaconfig file specifies the read and write access to
the data bus running for each application on the edge device. Applications
reading data from the databus are considered consumer applications while
applications writing messages are called producer applications. In this work,
the Python ȑ͜͟͠Ȓ programming language is used for backend applications and
frontend applications. The Sinumerik Edge AppSDK includes libraries for
data subscription to the data bus. Furthermore, a deployment pipeline exists
that transforms custom docker containers into industrial applications for the
exenia operating system, a modified version of Docker, which is running on
the edge device. Applications prepared thisway can be installed on individual
edge devices through the respective associated MindSphere account. When
the storage of time series data is required, the influxdb ȑ͜͠͠Ȓ technology is
used as a time series database. Other objects are stored to the file system.

Data Handling

The data handling service is both a consumer and a producer application,
consuming the continuous data stream provided by the Sinumerik Adapter
and providing the current machining state and preprocessed feature vector.
͝ Image segmentation models
͞ Time-series models
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The data handling routine operates a simple state machine to match the
procedure shown in Section ͠.͝.͝. By default, the application is in its waiting
state. During the waiting state, only G-Code messages are observed and
analyzed regarding the specified start trigger. Once such a trigger is observed,
the application switches into the preprocessing state. In this state, the high-
frequency control data is buffered to windows of fixed length, which are
preprocessed and aggregated to information-dense features. In parallel, the
G-Code messages are observed further. Once the end-trigger is seen, the
machine switches into the waiting state. For the data alignment using DTW,
the package dtwǦpython ȑ͜͠͡Ȓ is used. Furthermore, a parser is integrated for
conversion of the text-based simulation data.

The four services novelty detection, batch classification, clustering, and paǦ
rameter optimization follow the same service architecture. Each service has a
subscription to the data bus. The novelty detection service is listening for
feature vector and machining state data messages while producing novelty
data messages. The material batch classification and clustering services are
both listening for feature vector, machining state, and noveltymessageswhile
producing material-batch data messages. Once a message is received, the
procedures shown in Sections ͠.͞.͝, ͠.͞.͞, and ͠.͞.͟ are executed. The involved
models are implemented in Python using the tensorflow ȑ͜͢͠Ȓ library when
using ANNs and the scikitǦlearn ȑͣ͜͠Ȓ library for the remaining models. The
calculated results are combined with the input data to form the message
produced by the respective service.

The frontend GUI service is a sole consumer application. The application
consists of a backend service, which observes the data bus for process rec-
ommendations, machining state, novelty, material batch, and cluster infor-
mation and refactors the data into a format for the frontend application.
The communication between frontend and backend is implemented using
socket technology through the package pythonǦsocketio ȑͤ͜͠Ȓ. The frontend
application can be seen in Figure ͡͠. In the navigation 1� the user can switch
between the main process observation view and the configuration view. The
configuration view ȋnot shownȌ enables the setting of key-value pairs, such as
the cost parameters. At the top of the screen, the current machining state is
shown 2� including the cutting parameters, the initial tool condition at start
of the cutting operation, as well as metadata regarding the cutting operation.
Below, a summary of the material identification system is seen 3� showing
the predicted material batch and the computed recommendations with both
concrete suggestions for optimized cutting parameters regarding the defined
metric and themiscellaneous BBI entries associated to the identified material
batch. Next to the summary, the effect diagram 4� is plotted showing the
effect of changing the cutting parameters feed rate and cutting speed for the
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selected metric as a heatmap. The bar chart style visualization showing the
effect of the current, user-defined, and ideal parameters on all target metrics
is visualized below 5�. On the right side of the screen, detailed information
regarding the state of the process monitoring system can be seen. The upper
plot 6� displays the predictions of the novelty detection algorithm and the
middle plot 7� shows the predictions of the batch classification algorithm.
For the novelty detection, the novelty score is shown while the batch classifi-
cation plot shows the predicted likelihood of all available batches. On the
bottom, the computed cluster map with the respective labels, if available, is
shown 8�.

1�

2�

3�

8�

7�

6�

5�

4�

Figure ͡͠: GUI of SMaPOMBa, showing the predicted information as well as the recommen-
dations to the operator.

Logger

The data logger is a consumer application observing all prediction outputs.
These messages with their respective timestamps are stored in a temporary
buffer for post-operation retraining. The data buffer is implemented as a time
series database using the influxdb technology.

Image Segmentation

The image segmentation service consists of four specialized microservices:
the GUI, the backend, the parameter service, and themodel execution service.
The backend service is the central service managing the other services. It
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is implemented in Python running in a constant loop, waiting for new im-
age data to arrive from the image acquisition service. Once new image data
arrives, the model execution service is called to analyze the image yielding
the segmentation results. These are provided to the GUI using a web-socket
connection. The model execution service is implemented as a web server,
providing one API endpoint for inference. By separating the backend service
from themodel execution service, the backend service can be implemented
in a light-weight fashion while the model execution service is preloaded with
the necessary libraries for model execution. The image segmentation models
are implemented in tensorflow ȑ͜͢͠Ȓ. The GUI provides the interface to the
operator ȋsee Figure ͡͡Ȍ. The interface shows the most recent measurements
individually visualized as cards 1�. Within each card, metadata such as the
respective scene and timestamp of the measurement 2� are shown. Below, a
warning 3� appears if the tool condition surpasses configured critical thresh-
olds, such as a flank wear width of ͜͜͠ ϛm. At the bottom of the card, the
detailed wear metrics can be found grouped by type of defect and type of
metric 4�. On the right-hand side of the card, the used micrograph is shown
with an overlay of the detected defect classes 5� and a zoom functionality to
enlarge regions of interest 6�. Furthermore, a separate configuration panel is
available, which can be used to set parameters of the image segmentation
routine 7�.

1� 2�
3�

4�

5� 6�7�

Figure ͡͡: GUI of the visual TCM system.

͝͞͡



ͥ Smart Manufacturing System for Process Optimization Regarding Deviations among
Material Batches

5.4.3 Cloud Applications

The different services for image segmentation model training and domain
adaptation are all implemented as executable scripts running on AWS cloud
servers with an integrated graphics processing unit ȋGPUȌ. The PyTorch
framework ȑͥ͜͠Ȓ is used for the implementation of the domain adaption
model ȑS͟Ȓ while the remaining deep neural networks are implemented in
tensorflow. Each script is scene-agnostic and can be adapted for the specifics
of each scene and learning task by a configuration file. Trained segmentation
models are exported in the .hͥ format, which can be imported into the image
segmentation application running on the edge device for inference.

Data Annotation

As the efficient data annotation method involves user interaction, a frontend
application is needed. The frontend is implemented using VueJS frame-
work ȑ͜͠͝Ȓ. Through the interface, the operator can manage and create
individual scenes, adapt the reference datasets, define novel class labels, and
annotate images. In the annotation view, shown in Figure ͢͡, several tools are
provided to annotate images with their respective semantic regions. These
tools include standard image manipulation tools such as shape-based se-
lections and a brush tool 1�, but also the proposed annotation suggestion
method. Therefore, a two-step procedure is available. In an initial step the
superpixels are generated 2� and highlighted on the image through yellow
lines. Subsequently, the metric learning-based recommendation can be used
3� to find initial estimates of the class labels. These can be corrected by the
user by selecting wrongly classified superpixels individually and selecting the
correct metric using the context menu on the right-hand side 4�. ȑS͡Ȓ

5.4.4 Miscellaneous Computing

The image acquisition service is implemented using a Raspberry Pi embedded
computer for logic execution and a five megapixel USB microscope camera.
The computer is connected to the machine’s NC. Furthermore, the computer
is connected to the edge device using the samba server by mounting a remote
folder on the edge device to a local location on the Raspberry Pi.

The logic is running on a Raspberry Pi that is connected to the NC, the micro-
scope camera, and the edge device. The procedure can be seen in Algorithm ͥ.
The algorithm is running in a continuous loop, which is evaluated at the same
frequency as the machine tool’s cycle. The NC can issue a status once the
tool is positioned in front of the camera, which is observed by the control
algorithm. When the respective status bit is set, an image is grabbed from
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1�

2�

3�

4�

Figure ͢͡: The image annotation user interface contains traditional image manipulation tools
as well as the proposed superpixel generation and label estimation methods ȑS͡Ȓ.

the microscope camera using the fswebcam ȑ͠͝͝Ȓ application. This file is then
renamed with the current timestamp and saved in the mounted samba folder.
Thereby, the file is made available to the image analysis methods running on
the edge device.

Algorithm ͥ Image acquisition logic
Require: Samba folder mounted
Require: Microscope camera connected
loop infinitely

ᑽᖆ ← CHECK ANALOG INPUTS ▷ Read status bit connected to NC
if ᑽᖆ is set then

ᒐ ← GRAB IMAGEȋmicroscopeȌ
file name← TIME
SAVE IMAGE TO SAMBAȋᒐ, file nameȌ

end if
WAITȋnext machine cycleȌ

end loop
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For the validation of the proposed methods, data fromvariousmanufacturing
scenarios is acquired and used. Here, the typical validation workflow for data
science projects is used of dataset division into training and testing datasets
to ensure the representativeness of the reported scores and to avoid model
overfitting.

In Section ͢.͝ the different methods proposed for effective image segmen-
tation are validated. Subsequently, the remaining methods of the smart
manufacturing system are validated in Section ͢.͞, investigating the applica-
bility of the proposed smart manufacturing system to typical manufacturing
scenarios. Due to the fact that not all types of data are always available, only
selected components are validated in each scenario.

The contents of this chapter are supported by student’s work supervised by
the author ȑS͟ȂS͡, S͝͝Ȓ. Furthermore, the investigated validation use cases
were published in parts in the publications of the author ȑP͢ȂP͝͝, P͟͝Ȓ.

6.1 Validation of Resource-efficient Image Segmentation
for Cutting Tool Images

To validate the proposed methods, images from four different scenes, ໦ᑼ - ໦ᑿ,
are acquired. Images of all scenes are taken using different optical toolmaker’s
microscopes. The resulting images for ໦ᑼ and ໦ᑽ have a raw resolution of
͜͝͞͠ by ͤ͜͝͞ pixels while the images for ໦ᑾ and ໦ᑿ are acquired at a resolution
of ͝͝͠͠ by ͥ͟͞͞ pixels. All images are taken in RGB color mode. ໦ᑼ contains
images of a cutting tool of type CNMMͦͦ͢͡͠͡RP, ໦ᑽ consists of cutting tool
typeCNMGͦͦ͢͡͠͡ǦPRͤͣͥ͢, ໦ᑾ depicts an unspecified cutting tool of triangular
shape, and ໦ᑿ is of cutting tool type FFQͤ SOMT ͥͦ͢͡͠͡HP. Comparing the
different tools ȋsee Figure ͣ͡Ȍ, differences in geometry and coating type can
be observed. Furthermore, for ໦ᑼ and ໦ᑽ the influence of daytime brightness
is visible in the images as varying image brightness depending on the time
of day the images were acquired. Contrarily, ໦ᑾ and ໦ᑿ are acquired in a
controlled environment with fixed illumination, thus showing no external
brightness effects.

In a preprocessing step all images are horizontally aligned. Additionally, the
images of ໦ᑼ, ໦ᑽ, and ໦ᑾ are cropped to an ROI with a width of ͜͝͞͠ pixels
and a height of ͡͝͞ pixels, while the images of ໦ᑿ are cropped to an ROI of
size ͜͜͝͝ by ͜͜͞͞ pixels.
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ȋaȌ Cutting tool insert for 𝒮𝑎 with sample micrographs at different degrees of flank wear

ȋbȌ Cutting tool insert for 𝒮𝑏 with sample micrographs at different degrees of flank wear

ȋcȌ Cutting tool insert for 𝒮𝑐 with sample micrographs at different degrees of flank wear

ȋdȌ Cutting tool insert for 𝒮𝑑 with sample micrographs at different degrees of flank wear

Figure ͣ͡: Images of the investigated cutting tools and sample microscope image data for the
various investigated scenes.

All images are annotated by process experts using traditional imagemanipula-
tion software to acquire ground truth data. In this labeling process, each pixel
is assigned a specific color that corresponds to the class the respective pixel
belongs to. The finished masks are then exported as portable network graph-
ics ȋpngȌ images. Challenges in the labelling procedure are the similarities
between the classes flank wear and groove. Furthermore, areas broken away
from the cutting tool insert, which are showing background, are labelled as
catastrophic failure. Among all scenes, the detected classes are: background,
undamaged tool body, flank wear, groove, BUE, chip notch, and breaking. In
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Table ͜͝, the number of images that contain the respective defect type are
shown for all scenes. The classes background and undamaged tool body are
visible in all images. Defects that appear in less than five images are discarded
ȋitalic entries in Table ͜͝Ȍ. It can be seen that flank wear is present in most
images. Regarding the remaining defect types, different distributions can be
observed. For ໦ᑼ and ໦ᑽ, the defect BUE is rather prominent. ໦ᑿ however
contains mostly groove, chip notch, and breaking defects.

Table ͜͝: Class presence per defect for each scene.

𝒮𝑎 𝒮𝑏 𝒮𝑐 𝒮𝑑

Samples showing flankwear ͟͝͡ ͥͣ͝ ͥ͟ ͝͞͝

Samples showing groove defects ͜͞ ͣ ͜ ͡͞

Samples showing BUE ͣ͜͝ ͜͝͝ ͥ ͢

Samples showing chip notch ͞͞ ͡ ͥ ͢͟

Samples showing breaking defects ͤ ͡ ͜ ͢͝

Total sample count ͝͡͡ ͜͜͞ ͥ͟ ͟͝͞

In Figure ͤ͡ the distribution of the defect sizes are shown for all investigated
scenes. It can be observed that there is a wide variety of sizes for chip notch,
starting at ͜.͜͜͟ mm2 for ໦ᑼ up to ͣ mm2 for ໦ᑾ. For the flank wear, all
investigated scenes show similar average values between ͜.͟ mm2 and ͝ mm2.
The defect BUE is about onemagnitude lower than the flankwear defect. The
largest defect areas can be seen for the groove in ໦ᑿ and breaking in ໦ᑼ, ໦ᑽ,
and ໦ᑿ.

Among all defects, the flank wear width as a primary wear metric is inves-
tigated in greater detail ȋsee Figure ͥ͡Ȍ. For ໦ᑼ, an even distribution of the
maximum flank wear width ຊ𝐵max between values of ͜͜͝ ϛm and ͟͜͡ ϛm can
be seen. Similarly, the average flank wear width ຊ𝐵avg is evenly distributed
with values ranging from ͜ ϛm to ͜͜͞ ϛm. The tools from ໦ᑽ show a similar
normal distribution for ຊ𝐵max centered around the average value of ͤ͜͝ ϛm.
Here, tools are considered worn when reaching a ຊ𝐵max of ͟͜͜ ϛm, thus only
a few samples with higher wear values exist. For scene ໦ᑾ, there is little data
for unworn tools as most images are taken of tools after they are replaced.
Thus, maximum flank wear width values range mainly from ͟͜͜ ϛm up to
ͣ͜͡ ϛm, with average flank wear width values between ͜͝͡ ϛm and ͜͞͡ ϛm.
The final scene ໦ᑿ features both cutting tools with high and low degrees of
flank wear. For most images the average wear ຊ𝐵avg is a normal level between
͜ ϛm and ͜͜͞ ϛm when the tools are exchanged. However, the extreme wear

͟͝͝



ͦ Validation

Chip notch Flank wear BUE Groove Breaking

10−2

10−1

100

101

Si
ze

in
ᒈ
ᒈ

2

Scene
𝒮𝑎
𝒮𝑏

𝒮𝑐
𝒮𝑑

Figure ͤ͡: Distribution of defect sizes among the investigated scenes.

values range from ͜͜͝ ϛm up to ͣ͜͜ ϛm indicting a strongly varying degree of
wear among the images of the same scene.

6.1.1 Optimized Image Segmentation

For all scenes, the different image segmentation alternatives are validated.
For thewindow-based method, awindowwith a height and width of ͤ͠ pixels
is selected. The created windows are split into the respective subsets for
training, validation, and testing on the image level. Thus, ͤ͜τ of all images
are selected as training images and their windows are put into the training
subset. Similarly, the validation and testing subset contain ͜͝τ of all images
each. For the manual CNN approach, hyperparameter optimization of the
base network structure, as proposed in Section ͟.͞.͟, is carried out with the
training and validation subsets using the tune ȑ͠͝͞Ȓ library. Thereby, slightly
different network architectures are found for ໦ᑼ, ໦ᑽ, ໦ᑾ, and ໦ᑿ. Independent
of the network architecture and optimizer, model training is carried out for
͜͜͞ epochs with a batch size of ͢͝. For one-pass image segmentation, the
DeepLabVͣPlus architecture is chosen. The architecture is implemented as
proposed originally. Independent of the image resolution in the respective
scene, all data is resized to a common format of ͜͝͞͠ by ͡͝͞ pixels. All
algorithms are trained and optimized on the training and validation subsets
and evaluated on the testing dataset using the mIoU metric. The obtained
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Figure ͥ͡: Measured flank wear widths.

scores are shown in Table ͝͝. The highmIoU scores, especially for thewindow-
based approach, show the suitability of the proposed method for semantic
image segmentation of cutting tool images.

Table ͝͝: Prediction performance inmIoU for thewindow-based and theone-pass segmentation
alternatives for the different datasets.

Scene 𝒮𝑎 Scene 𝒮𝑏 Scene 𝒮𝑐 Scene 𝒮𝑑

Window-based (CNN) ͜.ͤ͢ ͜.ͤ͡ ͜.ͣͣ ͜.ͣ͜

One-Pass Segmentation ͜.ͣ͜ ͜.ͥ͞ ͜.͢͟ ͜.ͣ͝

6.1.2 Efficient Training Data Generation

For the validation of the efficient annotation procedure, a user study is
carried out ȑPͥȒ. Each user is given a short explanation about the functionali-
ties of the labelling tool and the annotation task. Consecutively, parts of an
image need to be labelled by the user with two methods. In the first method,
only traditional annotation tools such as bounding box selection and the
brush tool are made available. In the second method, the proposed method
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of superpixel generation and deep-metric learning based suggestions can be
used, thus requiring the user to only check the quality of the prediction and
correct mistakes by the algorithm. To avoid bias, the order in which both
methods are tested is alternated among the individual test users. For each
annotation run, the time taken, the manual interactions ȋclicksȌ, and the
mask quality are measured. Here, the mask quality is measured as the mIoU
between the user-generated mask and available ground-truth masks. In total,
ten experts took part in the study, each labeling two images. ȑPͥȒ

The results of the study are shown in Figure ͢͜. It can be observed that the
average labeling time per picture was reduced significantly from an average
of ͜͞͡ seconds for the traditional image annotation to ͞͡ seconds for the
proposed procedure. This canalsobeseen through thenumberof interactions
taken by the user. In the traditional method, between ͣ͡ and ͟͜͝ clicks with
an average of ͜͝͡ clicks were needed for the annotation of a single image.
Contrarily, for the proposed method between three and ͟͝ clicks with an
average click count of ͝͠ are recorded, which corresponds to the manual
correction of wrong predictions by the underlying deep metric learning
algorithm. In terms of prediction quality, the partially automated masks
show higher quality than the fully manually annotated ones. Thereby, it can
be seen that using such an efficient annotation tool reduces the labelling
effort and increases the data quality. ȑPͥȒ
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Figure ͢͜: For the validation of the image annotation procedure the proposed method ȋM͞Ȍ is
compared to traditional image annotation ȋM͝Ȍ through user tests, adapted from ȑPͥȒ.
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6.1.3 Context-sensitive Data Augmentation

The available images from the different scenes are used to validate the image
warping strategy for shape adaptation. In Figure ͢͝ samples of warped images
can be seen. Comparing model training on originally-shaped images to
warped-to-target images, an increase of ͜.͝͝ mIoU score can be observed
when using the warped dataset ȑS͟Ȓ.

ȋaȌ Scene 𝒮𝑎 to scene 𝒮𝑏 ȋbȌ Scene 𝒮𝑐 to scene 𝒮𝑎 ȋcȌ Scene 𝒮𝑑 to scene 𝒮𝑏

ȋdȌ Scene 𝒮𝑐 to scene 𝒮𝑏 ȋeȌ Scene 𝒮𝑑 to scene 𝒮𝑎 ȋfȌ Scene 𝒮𝑎 to scene 𝒮𝑐

Figure ͢͝: Sample images after being warped to the shape of the target scene.

For a quantitative validation of the domain adaptation procedure, the data
from໦ᑼ and ໦ᑽ are considered known, while໦ᑿ is considered novel. Initially, a
small number ປ of annotated images from ໦ᑿ is provided to train the domain
adaptation models while the remaining images are used for testing. The
GAN model used for visual image translation is implemented as described
in Section ͟.͠.͞ and trained for ͤ͜͜ epochs using the Adam ȑ͟͡͝Ȓ optimizer
with a learning rate of ͜.͜͜͜͞ and a momentum of ͜.͡ on the ປ training
samples from provided ໦ᑿ. Using the trained generator part of the GAN
model, the available image masks from ໦ᑼ and ໦ᑽ are used to create the
synthetic datasets ໦ᑼ→ᑿ and ໦ᑽ→ᑿ. Using these in combination with the ປ
training samples provided, theDeepLabVͣPlus image segmentation model is
trained and used to evaluate its performance on the withheld dataset from
໦ᑿ. ȑPͤȒ

In Figure ͢͞, synthetic images created throughout the training of the image
translation procedure are shown. It can be observed that for early epochs
many artifacts are visible while the predictions from later epochs show high
similarity to the original image provided.

The influence of the number ປ of training samples is visualized in Figure ͢͟.
It can be observed that the classes background and undamaged tool body
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Figure ͢͞: Improvement of synthetic image generation during model training.

can be detected well from the first image provided and reach scores of above
͜.ͥ IoU with three or more training images. For the different investigated
defects, a higher number of samples is needed for detection. The flank wear
defect reaches an initial prediction accuracy of ͜.͠ IoU with three training
images and a score of ͜.ͣ IoU with ten images provided. For the groove
defect, sufficient detection is possible with only ten training images provided.
The defect BUE was not detected at all. The reason can be found in defect
distribution. While the historic scenes໦ᑼ and ໦ᑽ contain a significant amount
of BUE, this defect is onlyvisible in two imagesof ໦ᑿ. Thus, it is likely for it not
be part of the ປ images selected for training the generator model. Moreover,
the generator can only predict classes it has seen during training. ȑPͤȒ

Comparing the number of annotated training data from a novel scene needed
to reach a certain score, the quantitative benefit can be seen. The proposed
training strategy using domain adaptation requires three annotated samples
to reach a score of ͜.͡ mIoU while in traditional training ten images would
be required. Similarly, the score of ͜.ͣ mIoU achieved with ten annotated
images by the augmentation method is reached by traditional training only
when supplying ͟͜ training samples. ȑPͤȒ Thus, it can be summarized that
domain adaptation enables the usage of historic training data and can reduce
the labelling effort by two thirds.

6.2 Validation of the Smart Manufacturing System
To validate the remaining methods and procedures of the proposed smart
manufacturing system, different experiments and operational scenarios are
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Figure ͢͟: mIoU and IoU scoresdepending on the numberof supplied training images, adapted
from ȑPͤȒ.

investigated. These include the turning of multi-material parts ȋSection ͢.͞.͝Ȍ,
the face milling of motor shafts ȋSection ͢.͞.͞Ȍ, the turning of gears ȋSec-
tion ͢.͞.͟Ȍ, and turning in an experimental setting ȋSection ͢.͞.͠Ȍ.

6.2.1 Machining of Multi-material Parts

With the advances of additive manufacturing, load-optimized parts can
be manufactured not only in arbitrary shapes but also combining different
materials optimized to the desired material properties. One such technology
is wire arc additive manufacturing ȋWAAMȌ, which is especially promising
for the manufacturing of large volume parts, such as load-optimized support
structures found in aerospace and medical equipment. Parts produced by
such processes come with a rather bad surface quality, which needs to be
post-processed using machining operations. With the multiple materials
involved in parts manufactured this way, the material batch identification
methodology proposed in this work is transferred to and evaluated for the
material type identification task in this context.

A tubewith an inner diameter of ͣ͡ mm, amaximumwall thickness of ͝͞ mm,
and a height of ͥ͝͞.͡ mm is fabricated using the WAAM process. First, the
lower part of the tube, ວ ∈ [62.5 ��, 129.5 ��] is manufactured using a
AWǦͦͦ͠͠ aluminumwire ȋsee 2�, Figure ͢͠Ȍ. Then, the upper part of the tube,
ວ ∈ [0��, 62.5��], is built using an AW-ͤͣ͜͡ aluminum wire material ȋsee
1�, Figure ͢͠Ȍ. Due to material interactions in the transition zone, the exact
point of transition is unknown to the operator.

ͣ͟͝
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1�
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Figure ͢͠: Additively manufactured tube consisting of multiple materials.

The tube is machined using a turning process to reach the desired shape and
surface quality. In total, six cuts are carried out with a cutting depth ຏᒋ of
͜.ͤ͠͡ ��. All cutting experiments are conducted at the same machining
state. Throughout all experiments, the position and torque data for the main
spindle, the feed drive, and the depth drive are observed and stored. Out of
the six cuts acquired, the initial cut is discarded due to the extreme uneven
surface finish. The remaining five cuts are referred to as cut ͛͝, cut ͛͞, cut ͛͟,
cut ͛͠, and cut ͛͡.

For the evaluation of the proposed material identification methods, the data
is split into a training and testing dataset. The training dataset will be used
to train the respective novelty detection and material identification models
while the testing dataset will be used to benchmark these models and report
the final scores. From the cuts ͛͝, ͛͞, and ͛͟ the data acquired between a ວ of
͡ mm and ͢͡ mm are considered training data for material B, and the data
observed during a ວ of ͣ͡ mm and ͟͝͡ mm are considered training data for
material A. The initial and final ͡ mm are discarded due to transient response
effects. Furthermore, the ͜͝ mm near the expected material transition zone
are discarded as no definite ground-truth data is available about the true
material type. The remaining data from cuts ͛͠ and ͛͡ is then used as testing
dataset.

ͤ͟͝
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The baseline-load for each axis is measured prior to machining and used to
preprocess the signals. Furthermore, the cutting force is computed from the
spindle torque using the respective diameter. Out of the ͞͠ potential fea-
tures, the recursive feature elimination method finds the ten most important
features as: AVG𝐶

Force, STD𝐶
Force, AVGᑹ

Torque, STDᑹ
Torque KURᑹTorque, AVGᑻ

Torque,
STDᑻ

Force, STD
ᑹ
Acc., SKEWᑻ

Acc., and KURᑻAcc.. The best-performing novelty de-
tection algorithm is found asOneǦClass SVM with the rbf kernel, a ᄤ of ͜.͠,
and a nu of ͜.͝. On the test-dataset the algorithm correctly classifies all
samples as known. The best performing classification algorithm for mate-
rial classification is found as RF with ͩ͡ estimators, the entropy criterion for
purity measurement without constraining the tree construction regarding
depth and number of considered features. On the test-dataset the algorithm
achieves an F͝ score of ͜.ͥ͝. Detailed results can be seen in the confusion
matrix in Table ͝͞.

Table ͝͞: Confusion matrix showing the materials predicted by the material classification
algorithm.

Predicted Material A Predicted Material B

TrueMaterial A ͜͜͝.͜τ ͜.͜τ

TrueMaterial B ͤ͝.ͣτ ͤ͝.͟τ

Furthermore, Figure ͢͡ shows the model’s predictions for the full testing
cuts ͛͠ and ͛͡ including the transition region. In this two-class problem
the probability of material B is inversely correlated to the probability of
material A and is, thus, not visualized. It can be seen that for both cuts a few
misclassifications appear during the initial part of the machining process
while cutting the first material. Also, within the material transition zone, the
probability drops to around ͣ͜τ. Contrarily, the second material is classified
perfectly with probabilities close to ͜͜͝τ for most of the remaining cutting
process.

Thereby, the applicability of the proposed material batch identification pro-
cedure for the identification of different material types during machining of
multi-material parts is shown. This enables the definition of material-specific
cutting parameters and their suggestion to the operator during machining.

6.2.2 FaceMilling of Shafts

A face milling batch production process is analyzed for the validation of
the proposed procedure under limited data availability. In the investigated
process, the face of shafts, used in electric motors, are machined to finish

ͥ͟͝
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Figure ͢͡: Prediction results of the novelty detection and material classification algorithms
for the testing cuts ͛͠ and ͛͡.

using a face milling operation. In a preliminary process, the respective bar
stock of multiple meters length is sawed to the needed dimensions with
͞ mm excess on either side. During the machining operation of interest, the
shafts are then machined on both sides with an initial roughing operation
and a consecutive finishing operation to reach the desired dimensions with
high surface quality. There are several product variations of the produced
shaft, which vary in shaft diameter and base material. Independent of the
variation and cutting operation, the same cutting tool is used, which consists
of seven cutting tool inserts. Throughout operation, the usage time of the
cutting tools is tracked. Once a critical level is reached or the condition of the
tools is determined as worn, all cutting tools are replaced with fresh cutting
tools, either by rotating the inserts to a fresh cutting edge or by replacing the
inserts.

The cutting process is observed during normal operation for a period of three
months. During the observation phase, the needed control data, the tool
changes, and the runtime of each tool are logged. After completion of the
observation period, the data is analyzed with the proposed methodology
regarding material batch influences. As the individual cutting operations
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per part are short in respect to the tool life, no ground-truth data about the
true machinability of the various parts can be acquired. Furthermore, no
specific information about individual material batches are available, however
differences in the behavior of the materials are observed by the operators for
certain days. Thus, a qualitative analysis is conducted to show that the effect
of material batches can be seen through cluster analysis.

Throughout the observation period, a total of ͣͣ͜͝͞ parts are processed.
Among these, different product variations can be distinguished based on
the shaft’s diameter and the base material. The most common diameters are
͟͞ mm with ͣ͞͞͡ parts, ͣ͟ mm with ͜͟͞͝ parts and ͜͠ mm with ͤ͢͢͝ parts
ȋsee Figure ͢͢ - aȌ. ͥ͢͠͝ parts are made out of ST͢͜ and ͝͝ out of ͠͞CrMo ȋsee
Figure ͢͢ - bȌ. The base material information is missing for the remaining
͢͢͡͡ parts. Among the different diameters, the most complete dataset can
be found for ͟͞ mm diameter parts with ͟͞͞͠ parts of ST͢͜. Thus, this data
subset is used for the consecutive analysis. Furthermore, only data acquired
at similar tool conditions is used to ensure comparability. Therefore, only
cutting operations conducted with fresh cutting tools are considered. Here,
fresh is defined as the cutting tool being within its initial ͝͡τ of assumed
tool usage time.

͟͞ ͜͠ ͠͡ ͤ͠ ͜͡ ͡͡ ͢͞ ͢͡ ͣ͟ ͣ͡ ͤ͡ ͥ͜
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Figure ͢͢: The observed parts vary significantly regarding its diameter and slightly regarding
the base material. Only product variations with more than ͜͜͝ samples are shown.

For the data preprocessing, the cutting forces are simulated using NX Cam
and the baseline loads are determined. Both the measured and the simulated
force signals are aligned by the DTW methodology. Furthermore, the signal
trends ๺ᛲ and ᄭᛲ for the signals ๺ and ᄭ are computed using a Butterworth
lowpassfilter ȑ͟͠͝Ȓwithacutoff frequencyof ͝͡Hz. In Figure ͣ͢, the simulated
forces ᙤ๺, the baseline compensated machine data ๺, and the computed ratio
ᄭ are shown for the spindle as well as the x and z feed drives. In general, a
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good alignment between simulated and computed cutting forces can be seen
throughout the cutting operation. The ratio of both signals is computed as ᄭ
indicating the influence of the material batch’s machinability. It can be seen
that, except for the initial signal part, ᄭᛲ shows constant behavior. Thereby,
the usage of simulated and observed force ratios can be validated.
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Figure ͣ͢: Simulated cutting forces 𝐹̃, measured forcedata𝐹, and thecomputed batch-implying
fraction ᒻ for an exemplary cutting operation of a ͟͞ mm diameter shaft with a fresh cutting
tool.

In this scenario, no ground-truth data about each material batch is available.
Thus, only the clustering approach can be validated. In Figure ͤ͢, the cluster
map for the data points from ͟͞ mm diameter parts are shown. As described,
the preprocessed and compensated machine signals are aggregated to dense
feature vectors. As the individual cuts are less than one second, the window-
ing procedure is skipped and the full cutting operation is considered a single
window. The feature vectors computed this way are standardized to a mean
of zero and a standard deviation of one before computing the clusters. For
cluster computation, the evidence accumulation algorithm with a ມ value
of ͜.͡ and a ຂ parameter of ͜͡ are chosen. After the iterative procedure, ͣ͝
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individual clusters are found. For simplicity, clusters with less than ͝͡ mem-
bers are disregarded and aggregated as cluster Ǧ͡. The computed clusters are
highlighted by the color of their marker in the tSNE visualization. Analyzing
the distributions, it can be seen that the data points are separated well by
the tSNE method, and that the identified clusters match human intuition.
Three clusters, cluster ͢, cluster ͤ, and cluster ͝͞ can be identified with no
overlap to other clusters and large distances between the clusters. Among
the remaining clusters, three cluster groups can be observed with their data
points in proximity: Clusters ͥ͝, ͞͝, and ͞͞; Clusters ͟͞ and ͣ͞; and clusters
͜͝, ͝͝, ͞͡, and ͢͞.

−40 −20 0 20 40
Primary tSNE dimension

−40

−20

0

20

40

60

Se
co

nd
ar

y
tS

N
E
di

m
en

si
on

Cluster
-͝
͢
ͤ
͜͝
͝͝
͝͞
ͥ͝
͞͝
͞͞
͟͞
͞͡
͢͞
ͣ͞

Figure ͤ͢: In the ͞D visualization of the computed feature vectors at similar machining states,
using the tSNE method, several clusters can be observed, which are identified by the evidence
accumulation algorithm.

Considering the data selection to samples of comparable conditions, it can
be inferred that remaining signal deviations can be attributed towards dif-
ferences in machinability of the encountered material batches. Thus, as the
clusters are found based on the similarity of process data, it can be assumed
that parts within the same cluster are from the same material batch and the
material batches of one cluster group might behave similar in comparison to
material batches from other cluster groups.

As ground-truth data is not available for validation, the date of the respective
machining processes is investigated. It can be assumed that throughout
operation different material batches, e.g. from different suppliers or from
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different heats, are machined. Furthermore, it can be assumed that the
material is continuously delivered as needed, and then processed in a timely
manner. Therefore, parts from one material batch should be machined at
similar dates. Such an analysis is shown in Figure ͥ͢, plotting the ratio of the
detected clusters for each day. It can be seen that parts associated to cluster
͞͡ and ͢͞ were mostly produced on day ͟͟, parts of clusters ͢ and ͤ on day
ͤ͝ and day ͥ͝, parts of clusters ͜͝, ͝͝, ͝͞, ͟͞ on days ͜͞ and ͞͝, and parts of
clusters ͥ͝, ͞͝ and ͞͞ on days ͟͜ and ͟͝. This shows that parts belonging to
one cluster were mostly machined on a single day or two consecutive days.
Thus, as the detected clusters are not randomly distributed among all days
but correlate with the production date, it can be concluded that the clusters
found capture effects of material batches with different machinability.
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Figure ͥ͢: Distinct patterns of detected clusters can be observed in regard to the production
date.

6.2.3 Small-sized Lot Production

Thematerial identificationmethods are validated for a small-sized lot produc-
tion use case. Medium-sized gears are preprocessed using turning operations.
The production takes place in lots of six workpieces, which are processed
in several roughing and finishing operations to shape the stock material to
the desired geometry. Among the different lots, different product variations,
varying in part diameter and part height, are manufactured. Independent
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of the variation, the same base material, ͤ͝CrNiMoͣ-͢, which is quenched
and tempered, is used for all observed parts. Furthermore, all parts are ma-
chined at the same cutting parameters following similarmachining programs.
Machining is carried out using a vertical lathe. The processing of one lot, in-
cluding planned maintenance, takes approximately eight hours. The cutting
time of the investigated finishing cut is approximately three minutes. For
each operation, a different type of cutting tool is used. Tools are replaced at
the start of each lot or when they reach their end-of-life.

The following validation approach is chosen: During the machining process
the required process data is monitored. Furthermore, at the end of each
cutting operation, the flank wear width of the cutting tools is measured.
Baselinedata is acquired asmachinedata at the start of each cutting operation
but before the tool engages the material. Subsequently, complete datasets
are selected from the experiments, which will be used for model training and
testing. The data from the first three lots will be used to train the novelty
detection and material identification methods for testing. The remaining
data is analyzed lot by lot, based on their chronological order. For each part
within a lot, the novelty detection is carried out. If the material is detected as
known, material identification is carried out. Materials detected as novel are
considered a new unique material. In this case, both the novelty detection
and material identification model are retrained with the so far observed data.
Furthermore, for continuous improvement, all models are retrained at the
end of each lot with the newly observed data.

Results

Due to the nature of using true process data, the dataset is incomplete. For
the investigated finishing operation, data for eight lots with a total of ͞͡ parts
is available. The data of the first three lots, which amounts to seven parts, is
used for the initial model training. The parts of the first lot are defined as
batch ℬ1, the second lot as batch ℬ2 and the third lot as batch ℬ3. Among all
features the ten most important features are found as: AVGᑹ

Torque, STD
ᑹ
Torque,

AVGᑻ
Torque, STDᑻ

Torque, AVG𝐶
Force, STD𝐶

Force, SKEW𝐶
Force, STDᑹ

Acc., STDᑻ
Acc., and

KURᑻAcc.. The novelty detection model is implemented as OneǦClass SVM
with a gamma parameter of ͜.͜͝ and a decaying nu parameter based on the
number of observed lotsບ as:

nu = 0.2
1
ບ

ȋ͜͠Ȍ

The material identification algorithm is implemented as an RF classifier with
͜͜͞ estimators and no constraints regarding tree construction.
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The results of the novelty detection are shown in Figure ͣ͜ per part for all
parts manufacturing during the testing phase. While the blue lines represent
the computed novelty scores, the orange markers indicate detected novel
situations. With a few exceptions for parts ͝͠, ͤ͝, and ͥ͝-͞͡, a rather steady
behavior of the novelty computation can be observed. The parts ͤ, ͝͞, and
͜͞ are detected as novel, while the remaining parts are classified as known.
Thus, the material of part ͤ is introduced as batch ℬ4, the material of part ͝͞
as batch ℬ5, and the material of part ͜͞ as batch ℬ6 by the system.
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Figure ͣ͜: The novelty scores ȋblue lineȌ show a rather constant behavior for each individual
part. For parts ͤ, ͝͞, and ͜͞, all segments are detected as novel ȋorange markersȌ.

In Figure ͣ͝, the aggregated feature vectors are shown for the training ȋaȌ and
testing phase ȋbȌ. It can be observed that some of the data used for testing,
marked as nȀa, overlaps the data used for training, while other parts form
distinct clusters. After the optimization procedures, the classified samples by
the algorithm are shown in Figure ͣ͝ - b, including the three novel batches
identified during the testing phase.

To validate the novel materials identified, the tool degradation is observed
ȋsee Figure ͣ͞Ȍ. The shown flankwearvalues are smoothened using a SavitzkyǦ
GolayǦFilter ȑ͠͝͠Ȓ with awindow length of three and a linear polynom. For the
lots ͡ and ͣ the material identification algorithm identified parts belonging
to two different batches, ℬ4 and ℬ5 for lot ͡ and ℬ3 and ℬ6 for lot ͣ ȋdashed
lines in Figure ͣ͞Ȍ. For the remaining lots, a single batch was identified each.
It can be observed that batch ℬ1 for lot ͝ shows a distinctly different behavior
compared to the remaining lots, which agrees with its isolated cluster found
in Figure ͣ͝. Furthermore, all lots containing batch ℬ4 show similar tool
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Figure ͣ͝: The extracted feature vectors from all signal segments for all parts are visualized
in ͞D using the tSNE method. The novel materials identified and assigned by the algorithm
align well with the observable clusters.

degradation behavior. With the exception of lot ͢, the same can be said
about batch ℬ3. The lot for batch ℬ3 is closest to batch ℬ3, which agrees
with the overlapping clusters in the cluster map. Using this analysis, the
clusters identified by the algorithm can be considered batches of different
machinability. Thus, using the identified material batches as ground truth
data, the accuracy of the system during the testing phase is calculated as F͝
score of ͜.ͥͥͥͣ.
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Figure ͣ͞: The observed tool condition in relation to the cut length per lot suggests that the
identified material batches show different machinability.
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With the small-sized lot productionuse case, theapplicability of theproposed
material identification methods to manufacturing processes is shown. The
novel batches identified by the method show distinct behavior, and thus
correspond to true material batches of different machinability.

6.2.4 Turning Experiments

In the final validation scenario, a turning operation is investigated in an
experimental setting. Machining is carried out using a vertical lathe with
indexable inserts. The lathe is equipped with a modern Sinumerik ͨͤ͠D
SL control, allowing for the access of internal control data at a frequency of
͜͜͡ Hz. Furthermore, a visual TCM system ȋsee Section ͢.͝.͝, ໦𝐴 and ໦𝐵Ȍ is
used to assess the tool condition in between cutting operations. Thereby,
ground truth data regarding the tool life, and thus machinability, is acquired.

In this scenario, tool life experiment sets and auxiliary experiment sets are
conductedwithdifferentmaterial batchesatvarying cuttingparameters. Each
experiment set consists of multiple, consecutive cutting operations, called
cuts. A tool life experiment set is started with a fresh cutting tool and stopped
once the tool reaches its end of life. Throughout a tool life experiment, the
machining state parameters cutting speed, feed rate, depth of cut, and type
of cutting tool are kept constant within and in between cuts. For auxiliary
experiments, these parameters are kept constant within a cut, but might vary
betweencuts. Thus, only thedata from the tool life experiments is used for the
model improvement and material characterization routines. Furthermore,
auxiliary experiments are rather short with the intention of enlarging the
observed parameter space. Independent of the type of experiment, all cuts
within an experiment set are carried out at the same workpiece, and can thus
be attributed to the same material batch. However, the diameter of the part
can change in between cuts.

After removing incomplete and faulty datasets, ͜͜͝͠ experiments with the
respective monitoring data remain. Thereby, cutting data is acquired for
a variety of machining states ȋsee Figure ͣ͟Ȍ. Furthermore, among all ex-
periments, two insert types were investigated with ͣ͢͡ and ͢͠͠ cuts each.
As tool life experiments were only carried out at cutting speeds of ͤ͜͝, ͜͞͞,
͜͞͠, ͟͜͜, and ͟͜͡ mȀmin and feed rates of ͜.͡ and ͜.ͣ mm, the spikes in
distribution can be explained. Furthermore, the auxiliary experiments are
conducted mostlywith fresh tools, explaining the deviation for the flankwear
distribution.

Given the tool life experiements, the machinability of the different material
batches can be determined. In Figure ͣ͠ ȋaȌ it can be seen that there are
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Figure ͣ͟: The conducted cutting experiments span a large parameter space.

significant differences among the material batches with ℬ3 having the best
and ℬ6 having the worst machinability. Using the cost relations shown
in Section ͡.͝, the machining costs for machining each batch at a given
set of cutting parameters can be calculated. Figure ͣ͠ ȋbȌ highlights the
dependency of the cutting speed on the expected machining costs for each
material batch. It can be observed that the cost minimum can be found at
different speeds, ranging from 296 ᒈ

ᒈᒄᒉ
forℬ6 to 334 ᒈ

ᒈᒄᒉ
forℬ3. Thuswithout

the information about the material batch being machined, a one-fits-all set
of cutting parameters would be selected, resulting in higher costs for each
material batch. Furthermore, given this trade-off, such as using an average
cutting speed of 320 ᒈ

ᒈᒄᒉ
, cutting tools need to be exchanged based on the tool

life of the material batch with the worst machinability to avoid tool breakage.
Therefore, when machining a batch of better machinability, e.g. ℬ3, tools
are exchanged to early resulting in up to ͤ͢͝ ͆ of additional tooling costs per
shift and ͤ͞ minutes of additional work for avoidable tool changes͝.

To investigate these effects, material analysis is carried out for batches ℬ3,
ℬ4, ℬ6, and ℬ7͞. This includes the analysis of microstructure, chemical
composition, and hardness. The chemical composition is analyzed using a

͝ Assuming tooling costs of ͆͟ per tool, seven hours of work per shift and ͟͜ seconds of
manual labor needed for tool exchange.
͞ Due to incomplete historic data, material analysis is not available for batches ℬ1, ℬ2, and ℬ5
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Figure ͣ͠ : Impact of material batch on expected tool life, machining costs, and ideal cutting
parameters, adapted from ȑP͝͝Ȓ.

scanning electron microscope with centered back scatter detector. The mea-
sured chemical compositions per batch are shown in Table ͟͝. Comparing the
chemical compositions among the different batches, slight but not significant
deviations can be observed.

Table ͟͝: Chemical and mechanical analysis of the investigated samples.

Chromium Nickel Molybdenum

Specification ͝.ͣ͡τ ͝.͡τ ͜τ

ℬ3 ͝.ͣ͟τ ͝.ͤ͜τ ͜.͜͠τ

ℬ4 ͝.ͥ͡τ ͝.͝͡τ ͜.͟͝τ

ℬ6 ͞.͝͝τ ͝.͝͡τ ͜.͝͝τ

ℬ7 ͝.ͤ͝τ ͝.͜͝τ ͜.͜͟τ

Furthermore, hardness measurements with a force of ͟͜ N are conducted
ȋFigure ͣ͡Ȍ. It can be seen that batch ℬ3 has the highest average hardness
while the remaining batches span a rather similar hardness space. Also, while
the individual measurements conducted for batch ℬ3 are very precise, the
measured hardness values, especially for batch ℬ7, deviated significantly.
Contrarily, when analyzing the microstructure of the respective samples, dif-
ferences can be observed ȋsee Figure ͣ͢Ȍ. For batchℬ3, rather large grains can
be seen, whereas batches ℬ4, ℬ6, and ℬ7 have smaller grain sizes. Therefore,
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a better machinability is expected for material ℬ3 as larger grains lead to
reduced ductility and thus reduced tensile strength.
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Figure ͣ͡: Hardness variations can be observed among the investigated material batches.
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Figure ͣ͢: Differences in microstructure can be observed between the various batches investi-
gated.
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To validate the proposed methods and routines, the following procedure is
chosen: all available data is split into a training subset and a testing subset.
The training subset is initially provided as historic data to train the respective
algorithms. The remaining data from the testing subset is now evaluated
in a play-back manner. The cuts used for testing are analyzed consecutively.
For each one, the recorded process data is analyzed, and the parameter
recommendation routine is executed. For tool life experiments, the observed
tool life is used for either model retraining or material batch characterization
at the end of the respective experiment set, depending on the novelty. For this,
a part is considered novel if themajority of all cuts within that experiment are
detected as novel. The data separation strategy in training and testing subset
is shown in Figure ͣͣ. One of the sevenmaterial batches, batchℬ7, is selected
as a true novel batch and not shown to the algorithm during the training
phase. The data from the remaining material batches is split fairly, using ͜͡τ
for model training and ͜͡τ for the testing phase. Data splitting always takes
place on the experiment set level. Thus, all data from all cuts within a set
of experiments are either considered training or considered testing to avoid
overfitting. In total, the training dataset consists of ͤ͠͡ cuts while the testing
set is ͡͡͡ cuts large.

Experimental data

Batch ͝

Set of experiments ͝

Cut ͝ Cut ͞ ...

Set of experiments ͞

Cut ͝ Cut ͞ ...

...

Batch ͞

Set of experiments ͝

Cut ͝ Cut ͞ ...

Set of experiments ͞

Cut ͝ Cut ͞ ...

...

Batch ͟

Set of experiments ͝

Cut ͝ Cut ͞ ...

Set of experiments ͞

Cut ͝ Cut ͞ ...

...

...

Training experiment sets Training cuts Testing experiment sets Testing cuts

Figure ͣͣ: The acquired experimental data is split in training and testing subsets on the
experiment level to avoid overfitting.

In a preliminary study ȑP͝͝Ȓ, the data set is investigated in regard to the opti-
mization of thematerial identificationmethod. It is found that formachining
states with a high data volume of historic training data, the highest classifi-
cation accuracies are achieved when using only data from that machining
state, while for machining states with low data volume increased prediction
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performance is seen when using broader parameters for finding relevant his-
toric data for model training. Thus, different historic data selection strategies
are used. Here, a volume of ͜͜͝ samples is used as the threshold. To find
relevant training data ຌ from all available training dataℋ to train a model
for machining stateℳ with over ͜͜͝ samples, the cutting parameters of each
historic sample ປ are compared toℳ as:

ຌ = {ປ ∈ ℋ | (ຣᑾ,ℳ − 20
�
�i�

≤ ຣᑾ,ᒉ ≤ ຣᑾ,ℳ + 20
�
�i�

) ∧

(ດℳ − 0.05��−1 ≤ ດᒉ ≤ ດℳ + 0.05��−1) ∧
((ຊ𝐵ℳ) − 50ϛ� ≤ ຊ𝐵ᒉ ≤ (ຊ𝐵ℳ + 50ϛ�) ∧
(toolℳ = toolᒉ)}

ȋ͠͝Ȍ

For machining states with less than ͜͜͝ directly associated samples, the
training set ຌ is found as:

ຌ = {ປ ∈ ℋ | (ຣᑾ,ℳ − 60
�
�i�

≤ ຣᑾ,ᒉ ≤ ຣᑾ,ℳ + 60
�
�i�

) ∧

(ດℳ − 0.15��−1 ≤ ດᒉ ≤ ດℳ + 0.15��−1) ∧
((ຊ𝐵ℳ − 150ϛ� ≤ ຊ𝐵ᒉ ≤ (ຊ𝐵ℳ + 150ϛ�) ∧
(toolℳ = toolᒉ)}

ȋ͠͞Ȍ

The novelty detection is implemented as OneǦClass SVM with a nu of ͜.͞͡
and a gamma of ͜.͝. Furthermore, a PCA is integrated after feature stan-
dardization to aggregate the feature space to ten features. The material
batch clustering procedure is implemented using the Evidence Accumulation
method with ͜͜͞ random kǦmeans initializations. As labelled data is avail-
able, the distribution of material batches within each cluster is defined as
cluster-related knowledge. For the classification algorithms, RF classifiers
are selected as they show good prediction accuracies while having low com-
putation times ȑP͝͝Ȓ. The classifier is implemented with ͜͝͡ estimators, the
gini criterion for purity determination while constraining tree construction
to a maximum depth of five.

Using the testing dataset the novelty detection algorithm is benchmarked.
Overall, a prediction accuracy of ͣ͡.ͤτ is reached with a high recall rate of
ͥ͡.͟τ. The results of the batch classification method for correctly identified
known materials is shown in Table ͝͠. Samples falsely predicted as known
batchesareexcluded, as theyarealreadyaccounted for in thenoveltydetection
metrics. For batches ℬ3 and ℬ5, all related cuts were sampled for the training
subset. Thus, there are no true predictions for these classes. The scores are
normalized for each row. Analyzing the results, it can be seen that batch
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ℬ1 is correctly predicted in ͜͜͝τ of all cases. The remaining batches have a
true positive rate between ͢͟τ and ͤ͠τ. The overall F͝ score of the material
classification system weighted by data volume per batch is ͜.ͤ͡.

Table ͝͠: Confusion matrix showing the materials predicted by the material classification
algorithm. The batches ℬ2 and ℬ5 are not present in the testing dataset.

Predicted
True ℬ1 ℬ2 ℬ3 ℬ4 ℬ5 ℬ6 ℬ7

ℬ1 100τ ͜τ ͜τ ͜τ ͜τ ͜τ ͜τ

ℬ3 ͜τ ͜τ ͤ2.6τ ͜.͝τ ͜τ ͝͞.ͥτ ͠.͟τ

ℬ4 ͜τ ͜τ ͟͢.ͣτ 63.3τ ͜τ ͜τ ͜τ

ℬ6 ͜τ ͜τ ͝͞.͡τ ͤ.͟τ ͜τ ͣͥ.2τ ͜τ

ℬ7 ͜τ ͜τ ͝͝.͡τ ͠.͢τ ͜τ ͜τ ͤ4.0τ

Due to the high number materials considered novel for their respective ma-
chining state, for parameter recommendation, the transferred knowledge
approach with interpolation in between clusters is used in ͥ͝.͟τ of all cases
by the system while for the remaining cases the single batch predicted by
the batch classification algorithm is used. For each cut, optimized cutting
parameters ̃ຣᑾ and ດ̃ are proposed. In ͥ͢.ͣτ cases, cost savings are achieved
when following the algorithm’s recommendations.

6.3 Summary
The results of the experiments show that there are significant differences
in machinability among material batches. Further material analysis in Sec-
tion ͢.͞.͠ reveals differences in chemical composition, hardness, and mi-
crostructure among the investigated material batches. To allow efficient ma-
chining despite these deviations, a smart manufacturing system to optimize
subtractive manufacturing processes regarding material batch deviations,
SMaPOMBa, is introduced. Section ͡.͠ shows that SMaPOMBa can be im-
plemented as a service-based software system running partly on edge devices
and partly in the cloud. The results show that the chosen implementation
enables the individual functionalities of the system to be used independently
or together as required by the respective application. In a future evolution
a direct control of the machine tool is envisioned, which is enabled by the
selected design of the system.

As the tool condition is a main factor influencing process signals, an efficient
TCM system is introduced allowing the accurate detection of a tools condi-
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tion. The results in Section ͢.͝ show the complexity of wear defects among
several investigated scenarios. Using the proposed window-based image
segmentation approach, Section ͢.͝.͝ shows that good segmentation results
can be achieved for all scenes. Furthermore, the results stress the importance
of large training data volume justifying the need for efficient training data
generation methods such as assisted image labeling and synthetic training
data generation. The effectiveness of the proposed assisted training data
generation is shown in a user study in Section ͢.͝.͞, proving that not only
are less manual efforts needed to create the image masks, but also showing
that the resulting masks are of higher quality compared to masks created in a
traditional not-assisted way. Additionally, synthetic data augmentation and
generation is found to be useful in Section ͢.͝.͟, allowing the labeling efforts
to be reduced by two thirds.

For the central task of material identification and classification the proposed
method is shown to be useful both for the granularity of different material
grades in Section ͢.͞.͝ and of different material batches in Section ͢.͞.͟
and ͢.͞.͠. Furthermore, by incorporating the unsupervised clustering ap-
proach, batch associations can be found even without available ground truth
data as seen in Section ͢.͞.͞. Using the novelty detection functionality the
system is well-equipped for operation with unknown amounts of material
batches, as batches of novel behavior can be detected automatically as shown
in Section ͢.͞.͟. Not only are novel batches detected as such, but due to
the integrated retraining capabilities, novel batches are directly introduced
as a consecutively newly known batch which can be identified as known
batch in subsequent machining. Combining all capabilities, the results in
Section ͢.͞.͠ show that even in a complex application with many machin-
ing states and thus models to be trained, the suggested parameters by the
recommendation module would lead to optimized cutting in most cases.

Due to the choice of relying primarily on NC signals as data source for mate-
rial identification, the approach can easily be scaled to new machine tools.
This is further supported by the data preprocessing routines, striving after
machine agnostic evaluation models. With the availability of routines for
automated material characterization and model retraining human interac-
tion is only needed for annotating training data during TCM training and
selecting unique cutting parameters during material characterization.

In summary, the conducted validation experiments support the effectiveness
of the proposed methods and the designed smart manufacturing system for
process optimization regarding deviations among material batches.
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Process optimization is needed in subtractivemanufacturing to find ideal cut-
ting parameters allowing for machining at maximal MRR with minimal tool
degradation. This is especially important when dealing with parts of varying
machinability, such as during the post-processing of additively manufactured
multi-material parts or when significant effects of the material batch are
present. Here, specific ideal parameters need to be found for each material
and material batch encountered to enable fully-optimized machining. How-
ever, existing approaches in industry and research fall short when solving
the problem of material batch-aware process optimization in its entirety.
Traditional control-based approaches are limited to the control of the cutting
process based on system feedback, such as the measured cutting force or
vibration, but do not provide semantic information about the material batch
currently being machined. Therefore, sophisticated process optimization,
such as the transfer and application of historic batch-specific processing
knowledge is not possible. More advanced scientific approaches for semantic
material classification do not allow for the detection of material batches
nor do the respective system architectures contain the capabilities needed
for operational use in changing environments, such as TCM for integrating
tool condition information. Furthermore, such material identification ap-
proaches all require the number of to-be-identified material classes to be
knownand can not handle novelmaterials. Existing TCMapproaches encoun-
tered in industry are often in-process, which are prone to noise and provide
limited wear information compared to the proposed method. Contrarily,
direct approaches found in literature mostly utilize ML for image processing
but require large amounts of manually annotated training data. Thus, this
thesis addresses the optimization problem by proposing a smart manufactur-
ing system to solve it holistically, integrating capabilities for material batch
detection, the recommendation of optimized cutting parameters, the han-
dling of novel material batches, and a TCM system with related methods for
effective model training.

The proposed smart manufacturing system utilizes both internal control data
and images of the cutting tool for the initial assessment of the condition of
the cutting tool, the subsequent in situ identification of the machined mate-
rial batch, and the final recommendation of optimized process parameters.
Thereby, different routines are enabled for process optimization through-
out machining, the incorporation of material batches with novel behavior,
continuous model improvement, and efficient adaptation to new machining
scenarios.
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The assessment of the condition of the cutting tool is essential for any pro-
cess monitoring, as the cutting tool’s condition significantly influences the
obtained control signals. In this work, the usage of semantic image segmen-
tation models in particular was found to be a promising analysis procedure.
Through these models, not only is the primary defect metric of flank wear
made available, but a detailed analysis of many defect classes regarding their
presence, location, and size are also given. Due to specific characteristics of
the TCM domain, such as the low training data volume and defect scarcity,
special image segmentation and training methods are needed. The proposed
window-based approach, which integrates reference image data for global
context, outperforms state-of-the-art image segmentation networks for the
TCM domain.

Furthermore, while there is a variety of novel network architectures proposed
in literature, the training data generation remains a necessary task that often
limits the adoption of such data-driven approaches due to its high resource
demands. As a solution, the proposed methodology in this work supports the
image annotation process and allows the data transfer from historic scenarios
to novel ones. To support the annotation process, a method is proposed
for dividing the image into small subregions of constant class labels using a
superpixel-based approach and a consecutive deep metric learning to find
an initial label guess by comparing the embedded superpixels to a reference
dataset. Thereby, the tasks conducted by the human expert are shifted from
pixel-wise annotation to the correction of faulty guesses. This procedure is
implemented as a web-based application to enable its usage by the respective
experts. Secondly, the transfer of data between different scenarios is inves-
tigated. There are many factors influencing the visual appearance within a
scenario leading to the effect that images from the same scenario are rather
similar while images from different scenarios are rather distinct. Therefore,
the highest prediction performances are achieved when training distinct
model instances for each scenario. To still be able to reuse data from other
scenarios, a method is proposed for adapting the image data from a source
scenario to match a target scenario. This involves the adaption of the shape
of the visible cutting tool by image warping and the adaptation of the visual
appearance by GAN-based mask-to-image translation.

The identification of the material batch currently being machined is based
on the internal control data of the NC, which can be accessed using an edge
device. This data includes position and current values for all machining
axes. Due to the high number of signals and data points, a preprocessing
routine containing dimensionality reduction and feature extraction is carried
out to reduce the continuous data stream to dense feature vectors. Besides,
the event data is analyzed regarding the machine control instructions to
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obtain information about the current cutting operation. This information in
combinationwith theconditionof thecutting tool isdefined as themachining
state. As the different machining states have a significant impact on the
observed features, specific instances of the respective analysis models used
are trained for each unique machining state. These models can be split into
three categories: novelty detection, batch classification, and batch clustering.
Initially, the noveltydetection algorithm is used tofind novel material batches
that do not behave like any material batch encountered in the past. If this
is the case, the batch clustering approach is used and the material batch
characterization routine is triggered. Otherwise, the batch classification
alternative is chosen. For batch clustering, available process data at that
machining state is analyzed in an unsupervised manner to find clusters.
These can then be used to transfer knowledge from individual samples in the
nearest cluster to the novel data point. In batch classification, supervised
learning models are trained, which allow for the mapping from input feature
vector to material batch.

With the material batch identified, information associated with the historic
batches can be transferred to the current operation. In this work, such batch
behavior information includes both machinability and miscellaneous data,
ranging from basic information to sophisticated machinability information
through model coefficient parameters. If such parameters are available for an
identified material batch, the expected tool life can be computed and thus a
mapping between cutting parameters and optimization targets, such as costs
orproductivity, can beestablished. This allows for thedeductionof optimized
parameters as well as a general forecast of the expected effects when adapting
the cutting parameters. While the impact of such an optimization strongly
depends on the deviations in machinability present for the given application,
in this study cutting parameters had to be adjusted by up to ͜͝τ resulting in
cost savings, with further potential of saving up to ͜͜͞ ͆ in tooling costs and
͜͞ minutes in labor per shift when using batch-specific tool exchange cycles.

To enable operational usage, the individual methods are combined into four
routines for specific purposes. The parameter recommendation routine com-
bines the image segmentation methods for tool condition assessment, the
material batch identification alternatives, and the final parameter recom-
mendation to provide the operator insight into the machining process in
regard tomaterial batch deviations throughout operation. The novel material
characterization routine is used when a material batch with novel behavior
is detected and involves the assessment of tool life throughout operation by
regularly monitoring the tool condition using the TCM system. Similarly,
ground truth tool life information acquired by the TCM system at constant
machining states can be used to judge the predicted machinability with the
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actual machinability and retrain all material identification models accord-
ingly. Finally, the novel scene routine aggregates methods when adapting
the procedure to a new environment. This mainly involves the methods for
efficient image segmentation model training to enable TCM. Through these
routines, most situations encountered in operational use can be handled.
By using the proposed service-based architecture, which utilizes both edge
and cloud computing, task-specific computing power allocation is enabled.
Intensive tasks such as model training can be carried out in the cloud us-
ing the advantages of scalable and on-demand hardware, while the process
monitoring tasks close to the machine are carried out on local edge devices,
reducing latency and enabling usage even without a cloud connection.

Looking into the future, the proposed smartmanufacturing system should be
extended to further reduce the current dependencies on human interaction.
For this purpose, control access to the machine tool must be established by
the system, whereby new sets of cutting parameters could be automatically
trasferred to themachine. In regard to themanual selection of cutting param-
eter sets for automated material characterization, the field of reinforcement
learning seems promising to dynamically suggest the most information yield-
ing set of parameters to be investigated next. Furthermore, the integration of
a condition monitoring module offers the chance to automatically detect the
current machining state. This could replace the manual setup of start and
end triggers in the G-Code. Such a superordinate machining state detection
system also offers the potential to reduce system complexity as the number
of state-specific models needed could be reduced by grouping similar ma-
chining states together. In this context, it would also be helpful to refine the
differentML-models, especially thematerial identification and novelty detec-
tion models, for state-independent usage. This could be realized on the one
hand by extending the data preprocessing to compensate any state-induced
signal influence, or on the other hand by considering the machining state
as further inputs of the respective model. In order to handle the additional
model complexity for the latter case, the training phase of the system should
to be optimized through adaptive data collection for maximizing the infor-
mation gain during data acquisition. Another application for reinforcement
learning algorithms can be seen in the process optimization routine. Here,
agent-based methods offer the potential to investigate different parameter
combinations to find an ideal parameter set even with non-linear system
behavior. With respect to the human understanding of the decisionsmade by
the smart optimization system, the field of causal reasoning shows additional
potential to reveal understandable correlations between process patterns and
deduced reactions for parameter optimization.
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In der spanenden Fertigung gilt es, durch Prozessoptimierung ideale
Schnittparameter zu finden, welche eine Bearbeitung mit maximalem
Zerspanvolumen bei minimalem Werkzeugverschleiß ermöglichen. Dies ist
insbesondere bei der Bearbeitung von Halbzeugen aus Materialien unter-
schiedlicher Zerspanbarkeit herausfordernd, wie beispielsweise bei großen
Einflüssen derMaterialcharge oder dem Nachbearbeiten additiv hergestellter
Multimaterial-Bauteile. In solchen Situationen müssen für jedes Material
und jede Materialcharge spezifische Schnittparameter gefunden werden, um
eine optimale Zerspanung zu erreichen. Ganzheitlichen Lösungen der char-
genbewussten Prozessoptimierung in Industrie und Forschung weisen heute
Schwächen auf. Traditionelle Ansätze der Regelungstechnik beschränken
sich auf die Regelung des Bearbeitungsprozesses durch Überwachung einer
Regelgröße des Systems, wie etwa der Schnittkraft oder der Vibration. Das
Bereitstellen von Information über der sich in Bearbeitung befindenden
Charge steht hierbei nicht im Fokus. Aus diesem Grund ist das Übertragen
chargenspezifischer Prozessierungserfahrung aus der Vergangenheit nicht
möglich. Wissenschaftliche Ansätze der datengetriebenen Materialerken-
nung hingegen sind weder für das Erkennen spezifischer Materialchargen
noch für den operativen Betrieb ausgelegt. So mangelt es den jeweiligen
Systemarchitekturen unter anderem an Fähigkeiten zur Berücksichtigung
des kontinuierlichen Verschleißes des eingesetzten Werkzeugs. Ebenfalls
erfordern existierende Ansätze eine definierte Anzahl an zu erkennendenMa-
terialien, die initial bekannt sein muss und sind somit nicht in der Lage, mit
neuen Materialien und Materialchargen umzugehen. Für die Erfassung des
Verschleißzustandes werden vornehmlich die Verfahren des Maschinellen
Lernens untersucht. Solche Ansätze benötigen allerdings eine große Anzahl
manuell annotierter Trainingsdaten. Aus diesen Gründen adressiert diese
Arbeit das Problem der chargenbewussten Prozessoptimierung durch die
Einführung eines intelligenten Fertigungsassistenzsystems mit integrierten
Fähigkeiten zur Erkennung der Materialcharge, der Ableitung optimierter
Schnittparameter, der Berücksichtigung unbekannter Materialchargen sowie
derWerkzeugzustandsüberwachung mit effizientem Modelltraining.

Das konzipierte System nutzt hierfür sowohl interne Steuerungssignale als
auch Bilddaten der Schneidwerkzeuge für die Bestimmung des Werkzeug-
zustands, die anschließende in situ Erkennung der sich in Bearbeitung be-
findenden Materialcharge und die finale Ausgabe optimierter Schnittbedin-
gungen. Basierend auf den Fähigkeiten des Systems lassen sich vier operative
Routinen definieren: Die Optimierung der Schnittparameter während der
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Bearbeitung, die Integration unbekannter Materialchargen, die kontinuier-
liche Selbstverbesserung derModelle und das effektive Anpassen des Systems
an neue Einsatzbedingungen.

Für die Bewertung des Verschleißzustands des Schneidwerkzeugs wird in
dieser Arbeit die Methode der semantischen Bildsegmentierung verwendet.
Der erforschte Ansatz beinhaltet ein Raster-basiertes Segmentierungsver-
fahren im Zusammenspiel mit einem Referenzbild für die Integration von
Kontextinformationen. Somit ist es möglich, nicht nur den Freiflächen-
verschleiß, sondern auch weitere Verschleißarten zu erfassen, wodurch der
detaillierteVerschleißzustandmitHäufigkeit, Größeund Lagederverschiede-
nen Verschleißtypen bestimmt werden kann.

Neben dem Segmentierungsmodell stellt die Erforschung effektiver Trai-
ningsmethoden einen zentralen Aspekt zur industriellen Adaption lernender
Systeme dar. Der erforschte Ansatz zur effektiven Trainingsdatengenerierung
beinhaltet sowohl eine Methode zur Optimierung des Annotationsprozesses,
sowie einen Ansatz zum Übertrag existierender Daten auf neue Anwendungs-
fälle. Zur Optimierung der Bildannotation wird das zu annotierende Bild in
kleineRegionengleicherKlassedurchVerwendungvon Superpixelnaufgeteilt.
Durch Deep Metric Learning wird nun ein initialer Vorschlag für jede Re-
gion durch Vergleich mit einem Referenzdatensatz generiert. Demnach
muss der Experte nur falsche Vorschläge korrigieren und nicht komplette
Bilder annotieren. Das resultierendeweb-basierte Annotationstool zeigt eine
signifikante Verbesserung in der Effektivität im Vergleich zu etablierten An-
sätzen. Bei derUntersuchung verschiedenerAnwendungsszenarien zeigt sich
weiterhin, dass aufgrund der Vielzahl von Einflussfaktoren Bilder innerhalb
eines Szenarios eine hohe Ähnlichkeit aufweisen, Bilder unterschiedlicher
Szenarien hingegen teils stark voneinanderabweichen. AusdiesemGrund gilt
es, für jedes Szenario ein spezifisches Segmentierungsmodell zu trainieren.
Um trotzdem vorhandene Trainingsdaten für mehrere Szenarien nutzen
zu können, wird ein Prozessschritt eingeführt, welcher die Adaption dieser
Daten auf das jeweilige Zielszenario ermöglicht. Dieser beinhaltet die An-
passung der Form des sichtbaren Schneidwerkzeugs durch Bildverzerrung
und die Anpassung der visuellen Ausprägung durch generative Verfahren der
Bildübersetzung.

Die Erkennung der aktuellen Materialcharge erfolgt über die Auswertung
der internen Signale der numerischen Steuerung. Diese Daten beinhalten
Positions- und Stromdaten aller Bearbeitungsachsen. Aufgrund der großen
Zahl von Signalen und Messwerten erfolgt eine Datenvorverarbeitung zur
Reduktion der Komplexität und Extraktion zentraler Kenngrößen. Durch die
Überwachung der Ereignisdaten können zusätzlich die Schnittbedingungen
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ausgewertet werden. Auf Basis der Schnittbedingungen und dem Verschleiß-
grad des Werkzeugs wird der Bearbeitungszustand definiert, welcher den
Einsatzbereich der Modelle zur Materialerkennung bestimmt. Initial wird
der Neuigkeitserkennungsalgorithmus verwendet, um unbekannte Chargen
zu erkennen. Ist dies der Fall, wird der Chargen Clustering Ansatz verwendet
und es wird die automatische Chargencharakterisierungsroutine gestartet.
Andernfalls wird die Chargenklassifikation verwendet. Für das Chargen
Clustering wird unüberwachtes Lernen eingesetzt. Die Grundlage hierfür
bildet das Zusammenfassen historischer Prozessdaten zu Clustern ähnlichen
Verhaltens. Darauf basierend werden naheliegende Cluster zum aktuellen
Bearbeitungspunkt gesucht und assoziiertes Wissen übertragen. Für die
Klassifikation hingegen wird überwachtes Lernen verwendet. Die hier ver-
wendeten Modelle ermöglichen es, basierend auf den Prozessdaten eine
spezifische Charge der Vergangenheit zu identifizieren, welche der aktuell
sich in Bearbeitung befindenden Charge am meisten ähnelt.

Mit bekannter Materialcharge kann nun die historische Erfahrung der je-
weiligen Chargen auf die aktuelle Bearbeitung übertragen werden. In dieser
Arbeit sind dies sowohl Information über die Zerspanbarkeit als auch weitere
Daten, wie spezifische Standzeitenmodelle. Damit ist es möglich, für die
identifizierte Materialcharge die zur erwartende Standzeit zu berechnen und
dadurch den Zusammenhang zwischen den Schnittbedingungen und dem
gewählten Optimierungsziel, wie Kostenminimierung oder Produktivitäts-
maximierung, zu ermitteln. Der vorgestellte Ansatz erlaubt insofern sowohl
das Ableiten optimierter Schnittparameter als auch die generelle Vorhersage
der zu erwartenden Auswirkung bei Anpassung der Schnittparameter. Zwar
hängt die Auswirkung einer solchen Optimierung stark von der Stärke der
Abweichung der Zerspanbarkeit der verschiedenen Chargen ab, eine exempla-
rische Berechnung zeigt jedoch das Einsparungspotential bei Optimierung
der Schnittparameter von bis zu ͜͝τ der Bearbeitungskosten.

Die Forschungsarbeiten fließen im intelligenten Fertigungsassistenzsys-
tem SMaPOMBa zusammen, welches die erforschten Methoden zu folgen-
den vier, bislang nicht verfügbaren, Routinen für den operativen Betrieb
kombiniert. Als erstes nutzt die Parameteroptimierungsroutine die Me-
thoden der Bildsegmentierung zur Erfassung des Verschleißzustandes, die
Chargenerkennungsansätze zur Identifizierung der Materialcharge und das
Vorschlagssystem zur Bereitstellung optimierter Schnittparameter für den
Bediener. Als zweites wird die Chargencharakterisierungsroutine verwen-
det, wenn eine unbekannte Charge detektiert wird und beinhaltet die Er-
mittlung der Standzeit während der Bearbeitung. Ähnlich verhält sich die
dritte Routine zur kontinuierlichen Modellverbesserung, welche durch die
tatsächlichen Standzeiten, welche mit fortschreitender Bearbeitung erfasst
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ͨ Zusammenfassung

werden, einen Abgleich der Modellvorhersagen mit der Realität ermöglicht,
und bei Abweichungen ein Neutrainieren anstößt. Als viertes dient die Rou-
tine für neuartige Szenen der effektiven Anpassung des Systems auf neue
Bearbeitungsszenarien. Durch die vorgestellte service-basierte Systemar-
chitektur, welche sowohl auf Cloud- als auch Edge-Computing aufbaut, kann
zudemaufgabenspezifische Rechenleistungsallokation erfolgen. Aufwändige
Aufgaben wie das Trainieren eines Modelles werden so in der Cloud ausge-
führt, während die Prozessüberwachung mit geringer Latenz auf lokalen
Edge-Geräten verortet ist.

Zukünftig bietet es sich an, das vorgestellte Assistenzsystem hinsichtlich
der benötigten menschlichen Interaktion weiterzuentwickeln. Für diesen
Zweck gilt es, optimierte Parameter automatisch an die Maschine zu über-
tragen. In Bezug auf die manuelle Auswahl der Schnittparameter für die
automatische Chargencharakterisierung bietet das Gebiet des Reinforcement
Learning vielversprechendeAnsätze zurdynamischenAuswahl des ambesten
geeigneten Parametersatzes. Weiterhin ist es zielführend, das manuelle Set-
zen von Start- und Endmarken in den Bearbeitungsanweisungen abzulösen.
Dafür ist es notwendig, ein Condition Monitoring Modul zu integrieren,
welches den aktuellen Bearbeitungszustand automatisch ermittelt. Ein solch
übergeordnetes Bearbeitungszustandserfassungssystem bietet zudem das
Potential, Systemkomplexität durch Gruppieren ähnlicher Zustände zu re-
duzieren und somit dieAnzahl der zustand-spezifischenModelle zuminimie-
ren. In diesem Zusammenhang ist es weiterhin sinnvoll, die verschiedenen
Modelle hinsichtlich zustandsunabhängiger Einsetzbarkeit weiterzuentwi-
ckeln. Dies kann zum einen durch die Berücksichtigung des Zustands als
Modellvariable erfolgen oder alternativ durch eine Ausweitung der Daten-
vorverarbeitung zur Kompensation sämtlicher Zustandseinflüsse geschehen.
Im Hinblick auf die Bestimmung idealer Schnittparameter findet sich ein
weiterer Ansatz für Reinforcement Learning. Hier würden Agenten-basierte
Ansätze das Potential bieten, verschiedene Kombinationen von Schnittpa-
rametern zu untersuchen, um auch bei nicht-linearem Systemverhalten ein
Optimum zu finden. In Bezug auf die menschliche Nachvollziehbarkeit der
getroffenen Entscheidungen eines solch intelligenten Assistenzsystems ist
ebenfalls das Feld von Causal Reasoning potentialversprechend, um Korrela-
tionen zwischen Prozessmustern und den daraus abgeleiteten Reaktionen
der Parameteroptimierung besser zu verstehen.
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qualität im Fertigungssystem La-
serstrahlschneiden 
LFT, 206 Seiten, 115 Bilder, 6 Tab. 
1989. ISBN 3-446-15783-2. 

Band 7: Wolfgang Scholz 
Modell zur datenbankgestützten 
Planung automatisierter Montage-
anlagen 
FAPS, 194 Seiten, 89 Bilder. 1989. 
ISBN 3-446-15825-1. 

Band 8: Hans-Jürgen Wißmeier 
Beitrag zur Beurteilung des Bruch-
verhaltens von Hartmetall-Fließ-
preßmatrizen 
LFT, 179 Seiten, 99 Bilder, 9 Tab. 
1989. ISBN 3-446-15921-5. 

Band 9: Rainer Eisele 
Konzeption und Wirtschaftlichkeit 
von Planungssystemen in der Pro-
duktion 
FAPS, 183 Seiten, 86 Bilder. 1990. 
ISBN 3-446-16107-4. 

Band 10: Rolf Pfeiffer 
Technologisch orientierte Monta-
geplanung am Beispiel der 
Schraubtechnik 
FAPS, 216 Seiten, 102 Bilder, 16 
Tab. 1990. ISBN 3-446-16161-9. 

Band 11: Herbert Fischer 
Verteilte Planungssysteme zur Fle-
xibilitätssteigerung der rechnerin-
tegrierten Teilefertigung 
FAPS, 201 Seiten, 82 Bilder. 1990.  
ISBN 3-446-16105-8. 

Band 12: Gerhard Kleineidam 
CAD/CAP: Rechnergestützte Mon-
tagefeinplanung 
FAPS, 203 Seiten, 107 Bilder. 1990. 
ISBN 3-446-16112-0. 

Band 13: Frank Vollertsen 
Pulvermetallurgische Verarbeitung 
eines übereutektoiden verschleiß-
festen Stahls 
LFT, XIII u. 217 Seiten, 67 Bilder, 
34 Tab. 1990.  
ISBN 3-446-16133-3. 

Band 14: Stephan Biermann 
Untersuchungen zur Anlagen- und 
Prozeßdiagnostik für das Schnei-
den mit CO2-Hochleistungslasern 
LFT, VIII u. 170 Seiten, 93 Bilder, 4 
Tab. 1991. ISBN 3-446-16269-0. 

Band 15: Uwe Geißler 
Material- und Datenfluß in einer 
flexiblen Blechbearbeitungszelle 
LFT, 124 Seiten, 41 Bilder, 7 Tab. 
1991. ISBN 3-446-16358-1. 

Band 16: Frank Oswald Hake 
Entwicklung eines rechnergestütz-
ten Diagnosesystems für automati-
sierte Montagezellen 
FAPS, XIV u. 166 Seiten, 77 Bilder. 
1991. ISBN 3-446-16428-6. 

Band 17: Herbert Reichel 
Optimierung der Werkzeugbereit-
stellung durch rechnergestützte  
Arbeitsfolgenbestimmung 
FAPS, 198 Seiten, 73 Bilder, 2 Tab. 
1991. ISBN 3-446-16453-7. 

Band 18: Josef Scheller 
Modellierung und Einsatz von 
Softwaresystemen für rechnerge-
führte Montagezellen 
FAPS, 198 Seiten, 65 Bilder. 1991. 
ISBN 3-446-16454-5. 

Band 19: Arnold vom Ende 
Untersuchungen zum Biegeum-
forme mit elastischer Matrize 
LFT, 166 Seiten, 55 Bilder, 13 Tab. 
1991. ISBN 3-446-16493-6. 

Band 20: Joachim Schmid 
Beitrag zum automatisierten Bear-
beiten von Keramikguß mit In-
dustrierobotern 
FAPS, XIV u. 176 Seiten, 111 Bilder, 
6 Tab. 1991.  
ISBN 3-446-16560-6. 

Band 21: Egon Sommer 
Multiprozessorsteuerung für ko-
operierende Industrieroboter in 
Montagezellen 
FAPS, 188 Seiten, 102 Bilder. 1991. 
ISBN 3-446-17062-6. 

Band 22: Georg Geyer 
Entwicklung problemspezifischer 
Verfahrensketten in der Montage 
FAPS, 192 Seiten, 112 Bilder. 1991. 
ISBN 3-446-16552-5. 

Band 23: Rainer Flohr 
Beitrag zur optimalen Verbin-
dungstechnik in der Oberflächen-
montage (SMT) 
FAPS, 186 Seiten, 79 Bilder. 1991. 
ISBN 3-446-16568-1. 

Band 24: Alfons Rief 
Untersuchungen zur Verfahrens-
folge Laserstrahlschneiden und -
schweißen in der Rohkarosserie-
fertigung 
LFT, VI u. 145 Seiten, 58 Bilder, 5 
Tab. 1991. ISBN 3-446-16593-2. 

Band 25: Christoph Thim 
Rechnerunterstützte Optimierung 
von Materialflußstrukturen in der 
Elektronikmontage durch Simula-
tion 
FAPS, 188 Seiten, 74 Bilder. 1992. 
ISBN 3-446-17118-5. 

Band 26: Roland Müller 
CO2 -Laserstrahlschneiden von 
kurzglasverstärkten Verbundwerk-
stoffen 
LFT, 141 Seiten, 107 Bilder, 4 Tab. 
1992. ISBN 3-446-17104-5. 

Band 27: Günther Schäfer 
Integrierte Informationsverarbei-
tung bei der Montageplanung 
FAPS, 195 Seiten, 76 Bilder. 1992. 
ISBN 3-446-17117-7. 



Band 28: Martin Hoffmann 
Entwicklung einerCAD/CAM-Pro-
zeßkette für die Herstellung von 
Blechbiegeteilen 
LFT, 149 Seiten, 89 Bilder. 1992. 
ISBN 3-446-17154-1. 

Band 29: Peter Hoffmann 
Verfahrensfolge Laserstrahlschnei-
den und –schweißen: Prozeßfüh-
rung und Systemtechnik in der 3D-
Laserstrahlbearbeitung von Blech-
formteilen 
LFT, 186 Seiten, 92 Bilder, 10 Tab. 
1992. ISBN 3-446-17153-3. 

Band 30: Olaf Schrödel 
Flexible Werkstattsteuerung mit 
objektorientierten Softwarestruk-
turen 
FAPS, 180 Seiten, 84 Bilder. 1992.  
ISBN 3-446-17242-4. 

Band 31: Hubert Reinisch 
Planungs- und Steuerungswerk-
zeuge zur impliziten Gerätepro-
grammierung in Roboterzellen 
FAPS, XI u. 212 Seiten, 112 Bilder. 
1992. ISBN 3-446-17380-3. 

Band 32: Brigitte Bärnreuther 
Ein Beitrag zur Bewertung des 
Kommunikationsverhaltens von 
Automatisierungsgeräten in flexib-
len Produktionszellen 
FAPS, XI u. 179 Seiten, 71 Bilder. 
1992. ISBN 3-446-17451-6. 

Band 33: Joachim Hutfless 
Laserstrahlregelung und Optikdi-
agnostik in der Strahlführung ei-
ner CO2-Hochleistungslaseranlage 
LFT, 175 Seiten, 70 Bilder, 17 Tab. 
1993. ISBN 3-446-17532-6. 

Band 34: Uwe Günzel 
Entwicklung und Einsatz eines Si-
mula-tionsverfahrens für operative 
undstrategische Probleme der Pro-
duktionsplanung und -steuerung 
FAPS, XIV u. 170 Seiten, 66 Bilder, 
5 Tab. 1993. ISBN 3-446-17604-7. 

Band 35: Bertram Ehmann 
Operatives Fertigungscontrolling 
durch Optimierung auftragsbezo-
gener Bearbeitungsabläufe in der 
Elektronikfertigung 
FAPS, XV u. 167 Seiten, 114 Bilder. 
1993. ISBN 3-446-17658-6. 

Band 36: Harald Kolléra 
Entwicklung eines benutzerorien-
tierten Werkstattprogrammiersys-
tems für das Laserstrahlschneiden 
LFT, 129 Seiten, 66 Bilder, 1 Tab. 
1993. ISBN 3-446-17719-1. 

Band 37: Stephanie Abels 
Modellierung und Optimierung 
von Montageanlagen in einem in-
tegrierten Simulationssystem 
FAPS, 188 Seiten, 88 Bilder. 1993. 
ISBN 3-446-17731-0. 

Band 38: Robert Schmidt-Heb-
bel 
Laserstrahlbohren durchflußbe-
stimmender Durchgangslöcher 
LFT, 145 Seiten, 63 Bilder, 11 Tab. 
1993. ISBN 3-446-17778-7. 

Band 39: Norbert Lutz 
Oberflächenfeinbearbeitung kera-
mischer Werkstoffe mit XeCl-Exci-
merlaserstrahlung 
LFT, 187 Seiten, 98 Bilder, 29 Tab. 
1994. ISBN 3-446-17970-4. 

Band 40: Konrad Grampp 
Rechnerunterstützung bei Test 
und Schulung an Steuerungssoft-
ware von SMD-Bestücklinien 
FAPS, 178 Seiten, 88 Bilder. 1995. 
ISBN 3-446-18173-3. 

Band 41: Martin Koch 
Wissensbasierte Unterstützung 
derAngebotsbearbeitung in der In-
vestitionsgüterindustrie 
FAPS, 169 Seiten, 68 Bilder. 1995. 
ISBN 3-446-18174-1. 

Band 42: Armin Gropp 
Anlagen- und Prozeßdiagnostik 
beim Schneiden mit einem gepuls-
ten Nd:YAG-Laser 
LFT, 160 Seiten, 88 Bilder, 7 Tab. 
1995. ISBN 3-446-18241-1. 

Band 43: Werner Heckel 
Optische 3D-Konturerfassung und 
on-line Biegewinkelmessung mit 
dem Lichtschnittverfahren 
LFT, 149 Seiten, 43 Bilder, 11 Tab. 
1995. ISBN 3-446-18243-8. 

Band 44: Armin Rothhaupt 
Modulares Planungssystem zur 
Optimierung der Elektronikferti-
gung 
FAPS, 180 Seiten, 101 Bilder. 1995. 
ISBN 3-446-18307-8. 

Band 45: Bernd Zöllner 
Adaptive Diagnose in der Elektro-
nikproduktion 
FAPS, 195 Seiten, 74 Bilder, 3 Tab. 
1995. ISBN 3-446-18308-6. 

Band 46: Bodo Vormann 
Beitrag zur automatisierten Hand-
habungsplanung komplexer Blech-
biegeteile 
LFT, 126 Seiten, 89 Bilder, 3 Tab. 
1995. ISBN 3-446-18345-0. 

Band 47: Peter Schnepf 
Zielkostenorientierte Montagepla-
nung  
FAPS, 144 Seiten, 75 Bilder. 1995. 
ISBN 3-446-18397-3. 

Band 48: Rainer Klotzbücher 
Konzept zur rechnerintegrierten 
Materialversorgung in flexiblen 
Fertigungssystemen 
FAPS, 156 Seiten, 62 Bilder. 1995. 
ISBN 3-446-18412-0. 

Band 49: Wolfgang Greska 
Wissensbasierte Analyse undKlas-
sifizierung von Blechteilen 
LFT, 144 Seiten, 96 Bilder. 1995. 
ISBN 3-446-18462-7. 

Band 50: Jörg Franke 
Integrierte Entwicklung neuer Pro-
dukt- und Produktionstechnolo-
gien für räumliche spritzgegossene 
Schaltungsträger (3-D MID) 
FAPS, 196 Seiten, 86 Bilder, 4 Tab. 
1995. ISBN 3-446-18448-1. 

Band 51: Franz-Josef Zeller 
Sensorplanung und schnelle Sen-
sorregelung für Industrieroboter 
FAPS, 190 Seiten, 102 Bilder, 9 Tab. 
1995. ISBN 3-446-18601-8. 

Band 52: Michael Solvie 
Zeitbehandlung und Multimedia-
Unterstützung in Feldkommunika-
tionssystemen 
FAPS, 200 Seiten, 87 Bilder, 35 
Tab. 1996. ISBN 3-446-18607-7. 

Band 53: Robert Hopperdietzel 
Reengineering in der Elektro- und 
Elektronikindustrie 
FAPS, 180 Seiten, 109 Bilder, 1 Tab. 
1996. ISBN 3-87525-070-2. 



Band 54: Thomas Rebhahn 
Beitrag zur Mikromaterialbearbei-
tung mit Excimerlasern - System-
komponenten und Verfahrensopti-
mierungen 
LFT, 148 Seiten, 61 Bilder, 10 Tab. 
1996. ISBN 3-87525-075-3. 

Band 55: Henning Hanebuth  
Laserstrahlhartlöten mit Zwei-
strahltechnik  
LFT, 157 Seiten, 58 Bilder, 11 Tab. 
1996. ISBN 3-87525-074-5. 

Band 56: Uwe Schönherr 
Steuerung und Sensordatenin-
tegration für flexible Fertigungs-
zellen mitkooperierenden Robo-
tern 
FAPS, 188 Seiten, 116 Bilder, 3 Tab. 
1996. ISBN 3-87525-076-1. 

Band 57: Stefan Holzer 
Berührungslose Formgebung mit-
Laserstrahlung 
LFT, 162 Seiten, 69 Bilder, 11 Tab. 
1996. ISBN 3-87525-079-6. 

Band 58: Markus Schultz 
Fertigungsqualität beim 3D-Laser-
strahlschweißen vonBlechformtei-
len 
LFT, 165 Seiten, 88 Bilder, 9 Tab. 
1997. ISBN 3-87525-080-X. 

Band 59: Thomas Krebs 
Integration elektromechanischer 
CA-Anwendungen über einem 
STEP-Produktmodell 
FAPS, 198 Seiten, 58 Bilder, 8 Tab. 
1997. ISBN 3-87525-081-8. 

Band 60: Jürgen Sturm  
Prozeßintegrierte Qualitätssiche-
rung in der Elektronikproduktion 
FAPS, 167 Seiten, 112 Bilder, 5 Tab. 
1997.  ISBN 3-87525-082-6. 

Band 61: Andreas Brand 
Prozesse und Systeme zur Bestü-
ckung räumlicher elektronischer 
Baugruppen (3D-MID)  
FAPS, 182 Seiten, 100 Bilder. 1997. 
ISBN 3-87525-087-7. 

Band 62: Michael Kauf 
Regelung der Laserstrahlleistung 
und der Fokusparameter einer 
CO2-Hochleistungslaseranlage 
LFT, 140 Seiten, 70 Bilder, 5 Tab. 
1997. ISBN 3-87525-083-4. 

Band 63: Peter Steinwasser 
Modulares Informationsmanage-
ment in der integrierten Produkt- 
und Prozeßplanung 
FAPS, 190 Seiten, 87 Bilder. 1997. 
ISBN 3-87525-084-2. 

Band 64: Georg Liedl 
Integriertes Automatisierungskon-
zept für den flexiblen Materialfluß 
in der Elektronikproduktion 
FAPS, 196 Seiten, 96 Bilder, 3 Tab. 
1997. ISBN 3-87525-086-9. 

Band 65: Andreas Otto 
Transiente Prozesse beim Laser-
strahlschweißen 
LFT, 132 Seiten, 62 Bilder, 1 Tab. 
1997. ISBN 3-87525-089-3. 

Band 66: Wolfgang Blöchl 
Erweiterte Informationsbereitstel-
lung an offenen CNC-Steuerungen 
zur Prozeß- und Programmopti-
mierung 
FAPS, 168 Seiten, 96 Bilder. 1997. 
ISBN 3-87525-091-5. 

Band 67: Klaus-Uwe Wolf 
Verbesserte Prozeßführung und 
Prozeßplanung zur Leistungs- und 
Qualitätssteigerung beim Spulen-
wickeln 
FAPS, 186 Seiten, 125 Bilder. 1997. 
ISBN 3-87525-092-3. 

Band 68: Frank Backes 
Technologieorientierte Bahnpla-
nung für die 3D-Laserstrahlbear-
beitung 
LFT, 138 Seiten, 71 Bilder, 2 Tab. 
1997. ISBN 3-87525-093-1. 

Band 69: Jürgen Kraus  
Laserstrahlumformen von Profilen  
LFT, 137 Seiten, 72 Bilder, 8 Tab. 
1997. ISBN 3-87525-094-X. 

Band 70: Norbert Neubauer 
Adaptive Strahlführungen für 
CO2-Laseranlagen 
LFT, 120 Seiten, 50 Bilder, 3 Tab. 
1997. ISBN 3-87525-095-8. 

Band 71: Michael Steber 
Prozeßoptimierter Betrieb flexibler 
Schraubstationen in der automati-
sierten Montage 
FAPS, 168 Seiten, 78 Bilder, 3 Tab. 
1997. ISBN 3-87525-096-6. 

Band 72: Markus Pfestorf 
Funktionale 3D-Oberflächenkenn-
größen in der Umformtechnik 
LFT, 162 Seiten, 84 Bilder, 15 Tab. 
1997. ISBN 3-87525-097-4. 

Band 73: Volker Franke 
Integrierte Planung und Konstruk-
tion von Werkzeugen für die Bie-
gebearbeitung  
LFT, 143 Seiten, 81 Bilder. 1998. 
ISBN 3-87525-098-2. 

Band 74: Herbert Scheller 
Automatisierte Demontagesys-
teme und recyclinggerechte Pro-
duktgestaltung elektronischer 
Baugruppen 
FAPS, 184 Seiten, 104 Bilder, 17 
Tab. 1998. ISBN 3-87525-099-0. 

Band 75: Arthur Meßner 
Kaltmassivumformung metalli-
scher Kleinstteile – Werkstoffver-
halten, Wirkflächenreibung, Pro-
zeßauslegung 
LFT, 164 Seiten, 92 Bilder, 14 Tab. 
1998. ISBN 3-87525-100-8. 

Band 76: Mathias Glasmacher 
Prozeß- und Systemtechnik zum 
Laserstrahl-Mikroschweißen 
LFT, 184 Seiten, 104 Bilder, 12 Tab. 
1998. ISBN 3-87525-101-6. 

Band 77: Michael Schwind 
Zerstörungsfreie Ermittlung me-
chanischer Eigenschaften von 
Feinblechen mit dem Wir-
belstromverfahren 
LFT, 124 Seiten, 68 Bilder, 8 Tab. 
1998. ISBN 3-87525-102-4. 

Band 78: Manfred Gerhard 
Qualitätssteigerung in der Elektro-
nikproduktion durch Optimierung 
der Prozeßführung beim Löten 
komplexer Baugruppen 
FAPS, 179 Seiten, 113 Bilder, 7 Tab. 
1998. ISBN 3-87525-103-2. 

Band 79: Elke Rauh 
Methodische Einbindung der Si-
mulation in die betrieblichen Pla-
nungs- und Entscheidungsabläufe 
FAPS, 192 Seiten, 114 Bilder, 4 Tab. 
1998. ISBN 3-87525-104-0. 



Band 80: Sorin Niederkorn 
Meßeinrichtung zur Untersuchung 
der Wirkflächenreibung bei um-
formtechnischen Prozessen 
LFT, 99 Seiten, 46 Bilder, 6 Tab. 
1998. ISBN 3-87525-105-9. 

Band 81: Stefan Schuberth 
Regelung der Fokuslage beim 
Schweißen mit CO2-Hochleis-
tungslasern unter Einsatz von 
adaptiven Optiken 
LFT, 140 Seiten, 64 Bilder, 3 Tab. 
1998. ISBN 3-87525-106-7. 

Band 82: Armando Walter Co-
lombo 
Development and Implementation 
of Hierarchical Control Structures 
of Flexible Production Systems Us-
ing High Level Petri Nets 
FAPS, 216 Seiten, 86 Bilder. 1998. 
ISBN 3-87525-109-1. 

Band 83: Otto Meedt 
Effizienzsteigerung bei Demontage 
und Recycling durch flexible De-
montagetechnologien und opti-
mierte Produktgestaltung 
FAPS, 186 Seiten, 103 Bilder. 1998. 
ISBN 3-87525-108-3. 

Band 84: Knuth Götz 
Modelle und effiziente Modellbil-
dung zur Qualitätssicherung in der 
Elektronikproduktion 
FAPS, 212 Seiten, 129 Bilder, 24 
Tab. 1998. ISBN 3-87525-112-1. 

Band 85: Ralf Luchs 
Einsatzmöglichkeiten leitender 
Klebstoffe zur zuverlässigen Kon-
taktierung elektronischer Bauele-
mente in der SMT 
FAPS, 176 Seiten, 126 Bilder, 30 
Tab. 1998. ISBN 3-87525-113-7. 

Band 86: Frank Pöhlau 
Entscheidungsgrundlagen zur Ein-
führung räumlicher spritzgegosse-
ner Schaltungsträger (3-D MID) 
FAPS, 144 Seiten, 99 Bilder. 1999. 
ISBN 3-87525-114-8. 

Band 87: Roland T. A. Kals 
Fundamentals on the miniaturiza-
tion of sheet metal working pro-
cesses 
LFT, 128 Seiten, 58 Bilder, 11 Tab. 
1999. ISBN 3-87525-115-6. 

Band 88: Gerhard Luhn 
Implizites Wissen und technisches 
Handeln am Beispiel der Elektro-
nikproduktion 
FAPS, 252 Seiten, 61 Bilder, 1 Tab. 
1999. ISBN 3-87525-116-4. 

Band 89: Axel Sprenger 
Adaptives Streckbiegen von Alu-
minium-Strangpreßprofilen 
LFT, 114 Seiten, 63 Bilder, 4 Tab. 
1999. ISBN 3-87525-117-2. 

Band 90: Hans-Jörg Pucher 
Untersuchungen zur Prozeßfolge 
Umformen, Bestücken und Laser-
strahllöten von Mikrokontakten 
LFT, 158 Seiten, 69 Bilder, 9 Tab. 
1999. ISBN 3-87525-119-9. 

Band 91: Horst Arnet 
Profilbiegen mit kinematischer Ge-
stalterzeugung 
LFT, 128 Seiten, 67 Bilder, 7 Tab. 
1999. ISBN 3-87525-120-2. 

Band 92: Doris Schubart 
Prozeßmodellierung und Techno-
logieentwicklung beim Abtragen 
mit CO2-Laserstrahlung 
LFT, 133 Seiten, 57 Bilder, 13 Tab. 
1999. ISBN 3-87525-122-9. 

Band 93: Adrianus L. P. 
Coremans 
Laserstrahlsintern von Metallpul-
ver - Prozeßmodellierung, System-
technik, Eigenschaften laserstrahl-
gesinterter Metallkörper  
LFT, 184 Seiten, 108 Bilder, 12 Tab. 
1999. ISBN 3-87525-124-5. 

Band 94: Hans-Martin Biehler 
Optimierungskonzepte für Quali-
tätsdatenverarbeitung und Infor-
mationsbereitstellung in der Elekt-
ronikfertigung  
FAPS, 194 Seiten, 105 Bilder. 1999. 
ISBN 3-87525-126-1. 

Band 95: Wolfgang Becker 
Oberflächenausbildung und tribo-
logische Eigenschaften excimerla-
serstrahlbearbeiteter Hochleis-
tungskeramiken  
LFT, 175 Seiten, 71 Bilder, 3 Tab. 
1999. ISBN 3-87525-127-X. 

Band 96: Philipp Hein 
Innenhochdruck-Umformen von 
Blechpaaren: Modellierung, Pro-
zeßauslegung und Prozeßführung  
LFT, 129 Seiten, 57 Bilder, 7 Tab. 
1999. ISBN 3-87525-128-8. 

Band 97: Gunter Beitinger 
Herstellungs- und Prüfverfahren 
für thermoplastische Schaltungs-
träger 
FAPS, 169 Seiten, 92 Bilder, 20 Tab. 
1999. ISBN 3-87525-129-6. 

Band 98: Jürgen Knoblach 
Beitrag zur rechnerunterstützten 
verursachungsgerechten Ange-
botskalkulation von Blechteilen 
mit Hilfe wissensbasierter Metho-
den 
LFT, 155 Seiten, 53 Bilder, 26 Tab. 
1999. ISBN 3-87525-130-X. 

Band 99: Frank Breitenbach 
Bildverarbeitungssystem zur Erfas-
sung der Anschlußgeometrie 
elektronischer SMT-Bauelemente 
LFT, 147 Seiten, 92 Bilder, 12 Tab. 
2000. ISBN 3-87525-131-8. 

Band 100: Bernd Falk 
Simulationsbasierte Lebensdauer-
vorhersage für Werkzeuge der 
Kaltmassivumformung  
LFT, 134 Seiten, 44 Bilder, 15 Tab. 
2000. ISBN 3-87525-136-9. 

Band 101: Wolfgang Schlögl 
Integriertes Simulationsdaten-Ma-
nagement für Maschinenentwick-
lung und Anlagenplanung 
FAPS, 169 Seiten, 101 Bilder, 20 
Tab. 2000. ISBN 3-87525-137-7. 

Band 102: Christian Hinsel  
Ermüdungsbruchversagen hart-
stoffbeschichteter Werkzeugstähle 
in der Kaltmassivumformung  
LFT, 130 Seiten, 80 Bilder, 14 Tab. 
2000. ISBN 3-87525-138-5. 

Band 103: Stefan Bobbert 
Simulationsgestützte Prozessausle-
gung für das Innenhochdruck-Um-
formen von Blechpaaren 
LFT, 123 Seiten, 77 Bilder. 2000. 
ISBN 3-87525-145-8. 



Band 104: Harald Rottbauer 
Modulares Planungswerkzeug zum 
Produktionsmanagement in der 
Elektronikproduktion 
FAPS, 166 Seiten, 106 Bilder. 2001. 
ISBN 3-87525-139-3. 

Band 105: Thomas Hennige 
Flexible Formgebung von Blechen 
durch Laserstrahlumformen  
LFT, 119 Seiten, 50 Bilder. 2001. 
ISBN 3-87525-140-7. 

Band 106: Thomas Menzel 
Wissensbasierte Methoden für die 
rechnergestützte Charakterisie-
rung und Bewertung innovativer 
Fertigungsprozesse 
LFT, 152 Seiten, 71 Bilder. 2001. 
ISBN 3-87525-142-3. 

Band 107: Thomas Stöckel 
Kommunikationstechnische In-
tegration der Prozeßebene in Pro-
duktionssysteme durch Middle-
ware-Frameworks  
FAPS, 147 Seiten, 65 Bilder, 5 Tab. 
2001. ISBN 3-87525-143-1. 

Band 108: Frank Pitter 
Verfügbarkeitssteigerung von 
Werkzeugmaschinen durch Ein-
satz mechatronischer Sensorlösun-
gen  
FAPS, 158 Seiten, 131 Bilder, 8 Tab. 
2001. ISBN 3-87525-144-X. 

Band 109: Markus Korneli 
Integration lokaler CAP-Systeme 
in einen globalen Fertigungsdaten-
verbund 
FAPS, 121 Seiten, 53 Bilder, 11 Tab. 
2001. ISBN 3-87525-146-6. 

Band 110: Burkhard Müller 
Laserstrahljustieren mit Excimer-
Lasern - Prozeßparameter und 
Modelle zur Aktorkonstruktion 
LFT, 128 Seiten, 36 Bilder, 9 Tab. 
2001. ISBN 3-87525-159-8. 

Band 111: Jürgen Göhringer 
Integrierte Telediagnose via Inter-
net zum effizienten Service von 
Produktionssystemen 
FAPS, 178 Seiten, 98 Bilder, 5 Tab. 
2001. ISBN 3-87525-147-4. 

Band 112: Robert Feuerstein 
Qualitäts- und kosteneffiziente In-
tegration neuer Bauelementetech-
nologien in die Flachbaugruppen-
fertigung 
FAPS, 161 Seiten, 99 Bilder, 10 Tab. 
2001. ISBN 3-87525-151-2. 

Band 113: Marcus Reichenberger  
Eigenschaften und Einsatzmög-
lichkeiten alternativer Elektronik-
lote in der Oberflächenmontage 
(SMT) 
FAPS, 165 Seiten, 97 Bilder, 18 Tab. 
2001. ISBN 3-87525-152-0. 

Band 114: Alexander Huber 
Justieren vormontierter Systeme 
mit dem Nd:YAG-Laser unter Ein-
satz von Aktoren 
LFT, 122 Seiten, 58 Bilder, 5 Tab. 
2001. ISBN 3-87525-153-9. 

Band 115: Sami Krimi 
Analyse und Optimierung von 
Montagesystemen in der Elektro-
nikproduktion 
FAPS, 155 Seiten, 88 Bilder, 3 Tab. 
2001. ISBN 3-87525-157-1. 

Band 116: Marion Merklein 
Laserstrahlumformen von Alumi-
niumwerkstoffen - Beeinflussung 
der Mikrostruktur und der mecha-
nischen Eigenschaften 
LFT, 122 Seiten, 65 Bilder, 15 Tab. 
2001. ISBN 3-87525-156-3. 

Band 117: Thomas Collisi 
Ein informationslogistisches Ar-
chitekturkonzept zur Akquisition 
simulationsrelevanter Daten  
FAPS, 181 Seiten, 105 Bilder, 7 Tab. 
2002. ISBN 3-87525-164-4. 

Band 118: Markus Koch 
Rationalisierung und ergonomi-
sche Optimierung im Innenausbau 
durch den Einsatz moderner Auto-
matisierungstechnik 
FAPS, 176 Seiten, 98 Bilder, 9 Tab. 
2002. ISBN 3-87525-165-2. 

Band 119: Michael Schmidt 
Prozeßregelung für das Laser-
strahl-Punktschweißen in der 
Elektronikproduktion 
LFT, 152 Seiten, 71 Bilder, 3 Tab. 
2002. ISBN 3-87525-166-0. 

Band 120: Nicolas Tiesler 
Grundlegende Untersuchungen 
zum Fließpressen metallischer 
Kleinstteile 
LFT, 126 Seiten, 78 Bilder, 12 Tab. 
2002. ISBN 3-87525-175-X. 

Band 121: Lars Pursche 
Methoden zur technologieorien-
tierten Programmierung für die  
3D-Lasermikrobearbeitung 
LFT, 111 Seiten, 39 Bilder, 0 Tab. 
2002. ISBN 3-87525-183-0. 

Band 122: Jan-Oliver Brassel 
Prozeßkontrolle beim Laserstrahl-
Mikroschweißen 
LFT, 148 Seiten, 72 Bilder, 12 Tab. 
2002. ISBN 3-87525-181-4. 

Band 123: Mark Geisel 
Prozeßkontrolle und -steuerung 
beim Laserstrahlschweißen mit 
den Methoden der nichtlinearen 
Dynamik 
LFT, 135 Seiten, 46 Bilder, 2 Tab. 
2002. ISBN 3-87525-180-6. 

Band 124: Gerd Eßer 
Laserstrahlunterstützte Erzeugung 
metallischer Leiterstrukturen auf 
Thermoplastsubstraten für die 
MID-Technik 
LFT, 148 Seiten, 60 Bilder, 6 Tab. 
2002. ISBN 3-87525-171-7. 

Band 125: Marc Fleckenstein 
Qualität laserstrahl-gefügter 
Mikroverbindungen elektronischer 
Kontakte 
LFT, 159 Seiten, 77 Bilder, 7 Tab. 
2002. ISBN 3-87525-170-9. 

Band 126: Stefan Kaufmann 
Grundlegende Untersuchungen 
zum Nd:YAG- Laserstrahlfügen 
von Silizium für Komponenten der 
Optoelektronik 
LFT, 159 Seiten, 100 Bilder, 6 Tab. 
2002. ISBN 3-87525-172-5. 

Band 127: Thomas Fröhlich 
Simultanes Löten von Anschluß-
kontakten elektronischer Bauele-
mente mit Diodenlaserstrahlung 
LFT, 143 Seiten, 75 Bilder, 6 Tab. 
2002. ISBN 3-87525-186-5. 



Band 128: Achim Hofmann 
Erweiterung der Formgebungs-
grenzen beim Umformen von Alu-
miniumwerkstoffen durch den 
Einsatz prozessangepasster Plati-
nen  
LFT, 113 Seiten, 58 Bilder, 4 Tab. 
2002. ISBN 3-87525-182-2. 

Band 129: Ingo Kriebitzsch 
3 - D MID Technologie in der Au-
tomobilelektronik 
FAPS, 129 Seiten, 102 Bilder, 10 
Tab. 2002. ISBN 3-87525-169-5. 

Band 130: Thomas Pohl 
Fertigungsqualität und Umform-
barkeit laserstrahlgeschweißter 
Formplatinen aus Aluminiumle-
gierungen 
LFT, 133 Seiten, 93 Bilder, 12 Tab. 
2002. ISBN 3-87525-173-3. 

Band 131: Matthias Wenk 
Entwicklung eines konfigurierba-
ren Steuerungssystems für die fle-
xible Sensorführung von Industrie-
robotern 
FAPS, 167 Seiten, 85 Bilder, 1 Tab. 
2002. ISBN 3-87525-174-1. 

Band 132: Matthias Negendanck 
Neue Sensorik und Aktorik für Be-
arbeitungsköpfe zum Laserstrahl-
schweißen 
LFT, 116 Seiten, 60 Bilder, 14 Tab. 
2002. ISBN 3-87525-184-9. 

Band 133: Oliver Kreis 
Integrierte Fertigung - Verfahrens-
integration durch Innenhoch-
druck-Umformen, Trennen und 
Laserstrahlschweißen in einem 
Werkzeug sowie ihre tele- und 
multimediale Präsentation  
LFT, 167 Seiten, 90 Bilder, 43 Tab. 
2002. ISBN 3-87525-176-8. 

Band 134: Stefan Trautner 
Technische Umsetzung produkt-
bezogener Instrumente der Um-
weltpolitik bei Elektro- und Elekt-
ronikgeräten 
FAPS, 179 Seiten, 92 Bilder, 11 Tab. 
2002. ISBN 3-87525-177-6. 

Band 135: Roland Meier 
Strategien für einen produktorien-
tierten Einsatz räumlicher spritz-
gegossener Schaltungsträger (3-D 
MID) 
FAPS, 155 Seiten, 88 Bilder, 14 Tab. 
2002. ISBN 3-87525-178-4. 

Band 136: Jürgen Wunderlich 
Kostensimulation - Simulationsba-
sierte Wirtschaftlichkeitsregelung 
komplexer Produktionssysteme 
FAPS, 202 Seiten, 119 Bilder, 17 Tab. 
2002. ISBN 3-87525-179-2. 

Band 137: Stefan Novotny 
Innenhochdruck-Umformen von 
Blechen aus Aluminium- und Mag-
nesiumlegierungen bei erhöhter 
Temperatur 
LFT, 132 Seiten, 82 Bilder, 6 Tab. 
2002. ISBN 3-87525-185-7. 

Band 138: Andreas Licha 
Flexible Montageautomatisierung 
zur Komplettmontage flächenhaf-
ter Produktstrukturen durch ko-
operierende Industrieroboter 
FAPS, 158 Seiten, 87 Bilder, 8 Tab. 
2003. ISBN 3-87525-189-X. 

Band 139: Michael Eisenbarth 
Beitrag zur Optimierung der Auf-
bau- und Verbindungstechnik für 
mechatronische Baugruppen 
FAPS, 207 Seiten, 141 Bilder, 9 Tab. 
2003. ISBN 3-87525-190-3. 

Band 140: Frank Christoph 
Durchgängige simulationsge-
stützte Planung von Fertigungs-
einrichtungen der Elektronikpro-
duktion  
FAPS, 187 Seiten, 107 Bilder, 9 Tab. 
2003. ISBN 3-87525-191-1. 

Band 141: Hinnerk Hagenah 
Simulationsbasierte Bestimmung 
der zu erwartenden Maßhaltigkeit 
für das Blechbiegen 
LFT, 131 Seiten, 36 Bilder, 26 Tab. 
2003. ISBN 3-87525-192-X. 

Band 142: Ralf Eckstein 
Scherschneiden und Biegen metal-
lischer Kleinstteile - Materialein-
fluss und Materialverhalten 
LFT, 148 Seiten, 71 Bilder, 19 Tab. 
2003. ISBN 3-87525-193-8. 

Band 143: Frank H. Meyer-
Pittroff  
Excimerlaserstrahlbiegen dünner 
metallischer Folien mit homoge-
ner Lichtlinie 
LFT, 138 Seiten, 60 Bilder, 16 Tab. 
2003. ISBN 3-87525-196-2. 

Band 144: Andreas Kach 
Rechnergestützte Anpassung von 
Laserstrahlschneidbahnen  
an Bauteilabweichungen 
LFT, 139 Seiten, 69 Bilder, 11 Tab. 
2004. ISBN 3-87525-197-0. 

Band 145: Stefan Hierl 
System- und Prozeßtechnik für das 
simultane Löten mit Diodenlaser-
strahlung von elektronischen Bau-
elementen  
LFT, 124 Seiten, 66 Bilder, 4 Tab. 
2004. ISBN 3-87525-198-9. 

Band 146: Thomas Neudecker 
Tribologische Eigenschaften kera-
mischer Blechumformwerkzeuge- 
Einfluss einer Oberflächenendbe-
arbeitung mittels Excimerlaser-
strahlung  
LFT, 166 Seiten, 75 Bilder, 26 Tab. 
2004. ISBN 3-87525-200-4. 

Band 147: Ulrich Wenger 
Prozessoptimierung in der Wickel-
technik durch innovative maschi-
nenbauliche und regelungstechni-
sche Ansätze  
FAPS, 132 Seiten, 88 Bilder, 0 Tab. 
2004. ISBN 3-87525-203-9. 

Band 148: Stefan Slama 
Effizienzsteigerung in der Montage 
durch marktorientierte Monta-
gestrukturen und erweiterte Mitar-
beiterkompetenz  
FAPS, 188 Seiten, 125 Bilder, 0 Tab. 
2004. ISBN 3-87525-204-7. 

Band 149: Thomas Wurm 
Laserstrahljustieren mittels Akto-
ren-Entwicklung von Konzepten 
und Methoden für die rechnerun-
terstützte Modellierung und Opti-
mierung von komplexen Aktorsys-
temen in der Mikrotechnik 
LFT, 122 Seiten, 51 Bilder, 9 Tab. 
2004. ISBN 3-87525-206-3. 



Band 150: Martino Celeghini 
Wirkmedienbasierte Blechumfor-
mung: Grundlagenuntersuchun-
gen zum Einfluss von Werkstoff 
und Bauteilgeometrie 
LFT, 146 Seiten, 77 Bilder, 6 Tab. 
2004. ISBN 3-87525-207-1. 

Band 151: Ralph Hohenstein 
Entwurf hochdynamischer Sensor- 
und Regelsysteme für die adapti-
veLaserbearbeitung 
LFT, 282 Seiten, 63 Bilder, 16 Tab. 
2004. ISBN 3-87525-210-1. 

Band 152: Angelika Hutterer 
Entwicklung prozessüberwachen-
der Regelkreise für flexible Form-
gebungsprozesse 
LFT, 149 Seiten, 57 Bilder, 2 Tab. 
2005. ISBN 3-87525-212-8. 

Band 153: Emil Egerer 
Massivumformen metallischer 
Kleinstteile bei erhöhter Prozess-
temperatur 
LFT, 158 Seiten, 87 Bilder, 10 Tab. 
2005. ISBN 3-87525-213-6. 

Band 154: Rüdiger Holzmann 
Strategien zur nachhaltigen Opti-
mierung von Qualität und Zuver-
lässigkeit in der Fertigung hochin-
tegrierter Flachbaugruppen 
FAPS, 186 Seiten, 99 Bilder, 19 Tab. 
2005. ISBN 3-87525-217-9. 

Band 155: Marco Nock 
Biegeumformen mit Elastomer-
werkzeugen Modellierung, Pro-
zessauslegung und Abgrenzung 
des Verfahrens am Beispiel des 
Rohrbiegens 
LFT, 164 Seiten, 85 Bilder, 13 Tab. 
2005. ISBN 3-87525-218-7. 

Band 156: Frank Niebling 
Qualifizierung einer Prozesskette 
zum Laserstrahlsintern metalli-
scher Bauteile  
LFT, 148 Seiten, 89 Bilder, 3 Tab. 
2005. ISBN 3-87525-219-5. 

Band 157: Markus Meiler  
Großserientauglichkeit trocken-
schmierstoffbeschichteter Alumi-
niumbleche im Presswerk Grund-
legende Untersuchungen zur Tri-
bologie, zum Umformverhalten 
und Bauteilversuche  
LFT, 104 Seiten, 57 Bilder, 21 Tab. 
2005. ISBN 3-87525-221-7. 

Band 158: Agus Sutanto 
Solution Approaches for Planning 
of Assembly Systems in Three-Di-
mensional Virtual Environments 
FAPS, 169 Seiten, 98 Bilder, 3 Tab. 
2005. ISBN 3-87525-220-9. 

Band 159: Matthias Boiger 
Hochleistungssysteme für die Fer-
tigung elektronischer Baugruppen 
auf der Basis flexibler Schaltungs-
träger 
FAPS, 175 Seiten, 111 Bilder, 8 Tab. 
2005. ISBN 3-87525-222-5. 

Band 160: Matthias Pitz 
Laserunterstütztes Biegen höchst-
fester Mehrphasenstähle 
LFT, 120 Seiten, 73 Bilder, 11 Tab. 
2005. ISBN 3-87525-223-3. 

Band 161: Meik Vahl 
Beitrag zur gezielten Beeinflussung 
des Werkstoffflusses beim Innen-
hochdruck-Umformen von Ble-
chen 
LFT, 165 Seiten, 94 Bilder, 15 Tab. 
2005. ISBN 3-87525-224-1. 

Band 162: Peter K. Kraus 
Plattformstrategien - Realisierung 
einer varianz- und kostenoptimier-
ten Wertschöpfung 
FAPS, 181 Seiten, 95 Bilder, 0 Tab. 
2005. ISBN 3-87525-226-8. 

Band 163: Adrienn Cser 
Laserstrahlschmelzabtrag - Pro-
zessanalyse und -modellierung 
LFT, 146 Seiten, 79 Bilder, 3 Tab. 
2005. ISBN 3-87525-227-6. 

Band 164: Markus C. Hahn 
Grundlegende Untersuchungen 
zur Herstellung von Leichtbauver-
bundstrukturen mit Aluminium-
schaumkern  
LFT, 143 Seiten, 60 Bilder, 16 Tab. 
2005. ISBN 3-87525-228-4. 

Band 165: Gordana Michos 
Mechatronische Ansätze zur Opti-
mierung von Vorschubachsen 
FAPS, 146 Seiten, 87 Bilder, 17 Tab. 
2005. ISBN 3-87525-230-6. 

Band 166: Markus Stark 
Auslegung und Fertigung hochprä-
ziser Faser-Kollimator-Arrays 
LFT, 158 Seiten, 115 Bilder, 11 Tab. 
2005. ISBN 3-87525-231-4. 

Band 167: Yurong Zhou 
Kollaboratives Engineering Ma-
nagement in der integrierten virtu-
ellen Entwicklung der Anlagen für 
die Elektronikproduktion 
FAPS, 156 Seiten, 84 Bilder, 6 Tab. 
2005. ISBN 3-87525-232-2. 

Band 168: Werner Enser 
Neue Formen permanenter und 
lösbarer elektrischer Kontaktie-
rungen für mechatronische Bau-
gruppen  
FAPS, 190 Seiten, 112 Bilder, 5 Tab. 
2005. ISBN 3-87525-233-0. 

Band 169: Katrin Melzer 
Integrierte Produktpolitik bei 
elektrischen und elektronischen 
Geräten zur Optimierung des Pro-
duct-Life-Cycle 
FAPS, 155 Seiten, 91 Bilder, 17 Tab. 
2005. ISBN 3-87525-234-9. 

Band 170: Alexander Putz 
Grundlegende Untersuchungen 
zur Erfassung der realen Vorspan-
nung von armierten Kaltfließpress-
werkzeugen mittels Ultraschall 
LFT, 137 Seiten, 71 Bilder, 15 Tab. 
2006. ISBN 3-87525-237-3. 

Band 171: Martin Prechtl 
Automatisiertes Schichtverfahren 
für metallische Folien - System- 
und Prozesstechnik 
LFT, 154 Seiten, 45 Bilder, 7 Tab. 
2006. ISBN 3-87525-238-1. 

Band 172: Markus Meidert 
Beitrag zur deterministischen Le-
bensdauerabschätzung von Werk-
zeugen der Kaltmassivumformung 
LFT, 131 Seiten, 78 Bilder, 9 Tab. 
2006. ISBN 3-87525-239-X. 

Band 173: Bernd Müller 
Robuste, automatisierte Montage-
systeme durch adaptive Prozess-
führung und montageübergrei-
fende Fehlerprävention am Bei-
spiel flächiger Leichtbauteile 
FAPS, 147 Seiten, 77 Bilder, 0 Tab. 
2006. ISBN 3-87525-240-3. 

Band 174: Alexander Hofmann 
Hybrides Laserdurchstrahlschwei-
ßen von Kunststoffen 
LFT, 136 Seiten, 72 Bilder, 4 Tab. 
2006. ISBN 978-3-87525-243-9. 



Band 175: Peter Wölflick 
Innovative Substrate und Prozesse 
mit feinsten Strukturen für blei-
freie Mechatronik-Anwendungen 
FAPS, 177 Seiten, 148 Bilder, 24 
Tab. 2006.  
ISBN 978-3-87525-246-0. 

Band 176: Attila Komlodi 
Detection and Prevention of Hot 
Cracks during Laser Welding of 
Aluminium Alloys Using Advanced 
Simulation Methods  
LFT, 155 Seiten, 89 Bilder, 14 Tab. 
2006. ISBN 978-3-87525-248-4. 

Band 177: Uwe Popp 
Grundlegende Untersuchungen 
zum Laserstrahlstrukturieren von 
Kaltmassivumformwerkzeugen 
LFT, 140 Seiten, 67 Bilder, 16 Tab. 
2006. ISBN 978-3-87525-249-1. 

Band 178: Veit Rückel 
Rechnergestützte Ablaufplanung 
und Bahngenerierung Für koope-
rierende Industrieroboter 
FAPS, 148 Seiten, 75 Bilder, 7 Tab. 
2006. ISBN 978-3-87525-250-7. 

Band 179: Manfred Dirscherl 
Nicht-thermische Mikrojustier-
technik mittels ultrakurzer Laser-
pulse 
LFT, 154 Seiten, 69 Bilder, 10 Tab. 
2007. ISBN 978-3-87525-251-4. 

Band 180: Yong Zhuo 
Entwurf eines rechnergestützten 
integrierten Systems für Konstruk-
tion und Fertigungsplanung räum-
licher spritzgegossener Schal-
tungsträger (3D-MID)  
FAPS, 181 Seiten, 95 Bilder, 5 Tab. 
2007. ISBN 978-3-87525-253-8. 

Band 181: Stefan Lang 
Durchgängige Mitarbeiterinforma-
tion zur Steigerung von Effizienz 
und Prozesssicherheit in der Pro-
duktion 
FAPS, 172 Seiten, 93 Bilder. 2007. 
ISBN 978-3-87525-257-6. 

Band 182: Hans-Joachim Krauß 
Laserstrahlinduzierte Pyrolyse prä-
keramischer Polymere 
LFT, 171 Seiten, 100 Bilder. 2007. 
ISBN 978-3-87525-258-3. 

Band 183: Stefan Junker 
Technologien und Systemlösungen 
für die flexibel automatisierte Be-
stückung permanent erregter Läu-
fer mit oberflächenmontierten 
Dauermagneten 
FAPS, 173 Seiten, 75 Bilder. 2007. 
ISBN 978-3-87525-259-0. 

Band 184: Rainer Kohlbauer 
Wissensbasierte Methoden für die 
simulationsgestützte Auslegung 
wirkmedienbasierter Blechum-
formprozesse 
LFT, 135 Seiten, 50 Bilder. 2007. 
ISBN 978-3-87525-260-6. 

Band 185: Klaus Lamprecht 
Wirkmedienbasierte Umformung 
tiefgezogener Vorformen unter be-
sonderer Berücksichtigung maßge-
schneiderter Halbzeuge 
LFT, 137 Seiten, 81 Bilder. 2007. 
ISBN 978-3-87525-265-1. 

Band 186: Bernd Zolleiß 
Optimierte Prozesse und Systeme 
für die Bestückung mechatroni-
scherBaugruppen 
FAPS, 180 Seiten, 117 Bilder. 2007. 
ISBN 978-3-87525-266-8. 

Band 187: Michael Kerausch 
Simulationsgestützte Prozessausle-
gung für das Umformen lokal wär-
mebehandelter Aluminiumplati-
nen 
LFT, 146 Seiten, 76 Bilder, 7 Tab. 
2007. ISBN 978-3-87525-267-5. 

Band 188: Matthias Weber 
Unterstützung der Wandlungsfä-
higkeit von Produktionsanlagen 
durch innovative Softwaresysteme 
FAPS, 183 Seiten, 122 Bilder, 3 Tab. 
2007. ISBN 978-3-87525-269-9. 

Band 189: Thomas Frick 
Untersuchung der prozessbestim-
menden Strahl-Stoff-Wechselwir-
kungen beim Laserstrahlschwei-
ßen von Kunststoffen 
LFT, 104 Seiten, 62 Bilder, 8 Tab. 
2007. ISBN 978-3-87525-268-2. 

Band 190: Joachim Hecht 
Werkstoffcharakterisierung und 
Prozessauslegung für die wirk-
medienbasierte Doppelblech-Um-
formung von Magnesiumlegierun-
gen 
LFT, 107 Seiten, 91 Bilder, 2 Tab. 
2007. ISBN 978-3-87525-270-5. 

Band 191: Ralf Völkl 
Stochastische Simulation zur 
Werkzeuglebensdaueroptimierung 
und Präzisionsfertigung in der 
Kaltmassivumformung 
LFT, 178 Seiten, 75 Bilder, 12 Tab. 
2008. ISBN 978-3-87525-272-9. 

Band 192: Massimo Tolazzi 
Innenhochdruck-Umformen ver-
stärkter Blech-Rahmenstrukturen 
LFT, 164 Seiten, 85 Bilder, 7 Tab. 
2008. ISBN 978-3-87525-273-6. 

Band 193: Cornelia Hoff 
Untersuchung der Prozesseinfluss-
größen beim Presshärten des 
höchstfesten Vergütungsstahls 
22MnB5  
LFT, 133 Seiten, 92 Bilder, 5 Tab. 
2008. ISBN 978-3-87525-275-0. 

Band 194: Christian Alvarez 
Simulationsgestützte Methoden 
zur effizienten Gestaltung von Löt-
prozessen in der Elektronikpro-
duktion 
FAPS, 149 Seiten, 86 Bilder, 8 Tab. 
2008. ISBN 978-3-87525-277-4. 

Band 195: Andreas Kunze 
Automatisierte Montage von mak-
romechatronischen Modulen zur 
flexiblen Integration in hybride 
Pkw-Bordnetzsysteme 
FAPS, 160 Seiten, 90 Bilder, 14 Tab. 
2008.  
ISBN 978-3-87525-278-1. 

Band 196: Wolfgang Hußnätter 
Grundlegende Untersuchungen 
zur experimentellen Ermittlung 
und zur Modellierung von Fließ-
ortkurven bei erhöhten Tempera-
turen  
LFT, 152 Seiten, 73 Bilder, 21 Tab. 
2008. ISBN 978-3-87525-279-8. 



Band 197: Thomas Bigl 
Entwicklung, angepasste Herstel-
lungsverfahren und erweiterte 
Qualitätssicherung von einsatzge-
rechten elektronischen Baugrup-
pen 
FAPS, 175 Seiten, 107 Bilder, 14 Tab. 
2008.  
ISBN 978-3-87525-280-4. 

Band 198: Stephan Roth 
Grundlegende Untersuchungen 
zum Excimerlaserstrahl-Abtragen 
unter Flüssigkeitsfilmen 
LFT, 113 Seiten, 47 Bilder, 14 Tab. 
2008. ISBN 978-3-87525-281-1. 

Band 199: Artur Giera 
Prozesstechnische Untersuchun-
gen zum Rührreibschweißen me-
tallischer Werkstoffe 
LFT, 179 Seiten, 104 Bilder, 36 Tab. 
2008. ISBN 978-3-87525-282-8. 

Band 200: Jürgen Lechler 
Beschreibung und Modellierung 
des Werkstoffverhaltens von press-
härtbaren Bor-Manganstählen 
LFT, 154 Seiten, 75 Bilder, 12 Tab. 
2009. ISBN 978-3-87525-286-6. 

Band 201: Andreas Blankl 
Untersuchungen zur Erhöhung der 
Prozessrobustheit bei der Innen-
hochdruck-Umformung von flä-
chigen Halbzeugen mit vor- bzw. 
nachgeschalteten Laserstrahlfüge-
operationen 
LFT, 120 Seiten, 68 Bilder, 9 Tab. 
2009. ISBN 978-3-87525-287-3. 

Band 202: Andreas Schaller 
Modellierung eines nachfrageori-
entierten Produktionskonzeptes 
für mobile Telekommunikations-
geräte 
FAPS, 120 Seiten, 79 Bilder, 0 Tab. 
2009. ISBN 978-3-87525-289-7. 

Band 203: Claudius Schimpf 
Optimierung von Zuverlässigkeits-
untersuchungen, Prüfabläufen und 
Nacharbeitsprozessen in der Elekt-
ronikproduktion 
FAPS, 162 Seiten, 90 Bilder, 14 Tab. 
2009.  
ISBN 978-3-87525-290-3. 

Band 204: Simon Dietrich 
Sensoriken zur Schwerpunktslage-
bestimmung der optischen Prozes-
semissionen beim Laserstrahltief-
schweißen 
LFT, 138 Seiten, 70 Bilder, 5 Tab. 
2009. ISBN 978-3-87525-292-7. 

Band 205: Wolfgang Wolf 
Entwicklung eines agentenbasier-
ten Steuerungssystems zur Materi-
alflussorganisation im wandelba-
ren Produktionsumfeld 
FAPS, 167 Seiten, 98 Bilder. 2009. 
ISBN 978-3-87525-293-4. 

Band 206: Steffen Polster  
Laserdurchstrahlschweißen trans-
parenter Polymerbauteile 
LFT, 160 Seiten, 92 Bilder, 13 Tab. 
2009. ISBN 978-3-87525-294-1. 

Band 207: Stephan Manuel Dörf-
ler 
Rührreibschweißen von walzplat-
tiertem Halbzeug und Aluminium-
blech zur Herstellung flächiger 
Aluminiumschaum-Sandwich-Ver-
bundstrukturen  
LFT, 190 Seiten, 98 Bilder, 5 Tab. 
2009. ISBN 978-3-87525-295-8. 

Band 208: Uwe Vogt 
Seriennahe Auslegung von Alumi-
nium Tailored Heat Treated 
Blanks 
LFT, 151 Seiten, 68 Bilder, 26 Tab. 
2009. ISBN 978-3-87525-296-5. 

Band 209: Till Laumann 
Qualitative und quantitative Be-
wertung der Crashtauglichkeit von 
höchstfesten Stählen 
LFT, 117 Seiten, 69 Bilder, 7 Tab. 
2009. ISBN 978-3-87525-299-6. 

Band 210: Alexander Diehl 
Größeneffekte bei Biegeprozessen- 
Entwicklung einer Methodik zur 
Identifikation und Quantifizierung  
LFT, 180 Seiten, 92 Bilder, 12 Tab. 
2010. ISBN 978-3-87525-302-3. 

Band 211: Detlev Staud 
Effiziente Prozesskettenauslegung 
für das Umformen lokal wärmebe-
handelter und geschweißter Alu-
miniumbleche 
LFT, 164 Seiten, 72 Bilder, 12 Tab. 
2010. ISBN 978-3-87525-303-0. 

Band 212: Jens Ackermann 
Prozesssicherung beim Laser-
durchstrahlschweißen thermoplas-
tischer Kunststoffe 
LPT, 129 Seiten, 74 Bilder, 13 Tab. 
2010. ISBN 978-3-87525-305-4. 

Band 213: Stephan Weidel 
Grundlegende Untersuchungen 
zum Kontaktzustand zwischen 
Werkstück und Werkzeug bei um-
formtechnischen Prozessen unter 
tribologischen Gesichtspunkten  
LFT, 144 Seiten, 67 Bilder, 11 Tab. 
2010. ISBN 978-3-87525-307-8. 

Band 214: Stefan Geißdörfer 
Entwicklung eines mesoskopi-
schen Modells zur Abbildung von 
Größeneffekten in der Kaltmassiv-
umformung mit Methoden der FE-
Simulation 
LFT, 133 Seiten, 83 Bilder, 11 Tab. 
2010. ISBN 978-3-87525-308-5. 

Band 215: Christian Matzner 
Konzeption produktspezifischer 
Lösungen zur Robustheitssteige-
rung elektronischer Systeme gegen 
die Einwirkung von Betauung im 
Automobil 
FAPS, 165 Seiten, 93 Bilder, 14 Tab. 
2010. ISBN 978-3-87525-309-2. 

Band 216: Florian Schüßler 
Verbindungs- und Systemtechnik 
für thermisch hochbeanspruchte 
und miniaturisierte elektronische 
Baugruppen 
FAPS, 184 Seiten, 93 Bilder, 18 Tab. 
2010. 
ISBN 978-3-87525-310-8. 

Band 217: Massimo Cojutti 
Strategien zur Erweiterung der 
Prozessgrenzen bei der Innhoch-
druck-Umformung von Rohren 
und Blechpaaren 
LFT, 125 Seiten, 56 Bilder, 9 Tab. 
2010. ISBN 978-3-87525-312-2. 

Band 218: Raoul Plettke 
Mehrkriterielle Optimierung kom-
plexer Aktorsysteme für das Laser-
strahljustieren 
LFT, 152 Seiten, 25 Bilder, 3 Tab. 
2010. ISBN 978-3-87525-315-3. 



Band 219: Andreas Dobroschke 
Flexible Automatisierungslösun-
gen für die Fertigung wickeltechni-
scher Produkte 
FAPS, 184 Seiten, 109 Bilder, 18 
Tab. 2011. 
ISBN 978-3-87525-317-7. 

Band 220: Azhar Zam 
Optical Tissue Differentiation for 
Sensor-Controlled Tissue-Specific 
Laser Surgery 
LPT, 99 Seiten, 45 Bilder, 8 Tab. 
2011. ISBN 978-3-87525-318-4. 

Band 221: Michael Rösch 
Potenziale und Strategien zur Op-
timierung des Schablonendruck-
prozesses in der Elektronikpro-
duktion  
FAPS, 192 Seiten, 127 Bilder, 19 Tab. 
2011. 
ISBN 978-3-87525-319-1. 

Band 222: Thomas Rechtenwald 
Quasi-isothermes Laserstrahlsin-
tern von Hochtemperatur-Ther-
moplasten - Eine Betrachtung 
werkstoff-prozessspezifischer As-
pekte am Beispiel PEEK  
LPT, 150 Seiten, 62 Bilder, 8 Tab. 
2011. ISBN 978-3-87525-320-7. 

Band 223: Daniel Craiovan 
Prozesse und Systemlösungen für 
die SMT-Montage optischer Bau-
elemente auf Substrate mit inte-
grierten Lichtwellenleitern 
FAPS, 165 Seiten, 85 Bilder, 8 Tab. 
2011. ISBN 978-3-87525-324-5. 

Band 224: Kay Wagner 
Beanspruchungsangepasste Kalt-
massivumformwerkzeuge durch 
lokal optimierte Werkzeugoberflä-
chen 
LFT, 147 Seiten, 103 Bilder, 17 Tab. 
2011. ISBN 978-3-87525-325-2. 

Band 225: Martin Brandhuber 
Verbesserung der Prognosegüte 
des Versagens von Punktschweiß-
verbindungen bei höchstfesten 
Stahlgüten 
LFT, 155 Seiten, 91 Bilder, 19 Tab. 
2011. ISBN 978-3-87525-327-6. 

Band 226: Peter Sebastian Feu-
ser 
Ein Ansatz zur Herstellung von 
pressgehärteten Karosseriekompo-
nenten mit maßgeschneiderten 
mechanischen Eigenschaften: 
Temperierte Umformwerkzeuge. 
Prozessfenster, Prozesssimuation 
und funktionale Untersuchung 
LFT, 195 Seiten, 97 Bilder, 60 Tab. 
2012. ISBN 978-3-87525-328-3. 

Band 227: Murat Arbak 
Material Adapted Design of Cold 
Forging Tools Exemplified by Pow-
der Metallurgical Tool Steels and 
Ceramics 
LFT, 109 Seiten, 56 Bilder, 8 Tab. 
2012. ISBN 978-3-87525-330-6. 

Band 228: Indra Pitz 
Beschleunigte Simulation des La-
serstrahlumformens von Alumini-
umblechen 
LPT, 137 Seiten, 45 Bilder, 27 Tab. 
2012. ISBN 978-3-87525-333-7. 

Band 229: Alexander Grimm 
Prozessanalyse und -überwachung 
des Laserstrahlhartlötens mittels 
optischer Sensorik 
LPT, 125 Seiten, 61 Bilder, 5 Tab. 
2012. ISBN 978-3-87525-334-4. 

Band 230: Markus Kaupper 
Biegen von höhenfesten Stahl-
blechwerkstoffen - Umformverhal-
ten und Grenzen der Biegbarkeit 
LFT, 160 Seiten, 57 Bilder, 10 Tab. 
2012. ISBN 978-3-87525-339-9. 

Band 231: Thomas Kroiß 
Modellbasierte Prozessauslegung 
für die Kaltmassivumformung un-
ter Brücksichtigung der Werk-
zeug- und Pressenauffederung 
LFT, 169 Seiten, 50 Bilder, 19 Tab. 
2012. ISBN 978-3-87525-341-2. 

Band 232: Christian Goth 
Analyse und Optimierung der Ent-
wicklung und Zuverlässigkeit 
räumlicher Schaltungsträger (3D-
MID) 
FAPS, 176 Seiten, 102 Bilder, 22 
Tab. 2012. 
ISBN 978-3-87525-340-5. 

Band 233: Christian Ziegler 
Ganzheitliche Automatisierung 
mechatronischer Systeme in der 
Medizin am Beispiel Strahlenthe-
rapie 
FAPS, 170 Seiten, 71 Bilder, 19 Tab. 
2012. ISBN 978-3-87525-342-9. 

Band 234: Florian Albert 
Automatisiertes Laserstrahllöten 
und -reparaturlöten elektronischer 
Baugruppen 
LPT, 127 Seiten, 78 Bilder, 11 Tab. 
2012. ISBN 978-3-87525-344-3. 

Band 235: Thomas Stöhr 
Analyse und Beschreibung des me-
chanischen Werkstoffverhaltens 
von presshärtbaren Bor-Mangan-
stählen 
LFT, 118 Seiten, 74 Bilder, 18 Tab. 
2013. ISBN 978-3-87525-346-7. 

Band 236: Christian Kägeler 
Prozessdynamik beim Laserstrahl-
schweißen verzinkter Stahlbleche 
im Überlappstoß 
LPT, 145 Seiten, 80 Bilder, 3 Tab. 
2013. ISBN 978-3-87525-347-4. 

Band 237: Andreas Sulzberger 
Seriennahe Auslegung der Prozess-
kette zur wärmeunterstützten Um-
formung von Aluminiumblech-
werkstoffen 
LFT, 153 Seiten, 87 Bilder, 17 Tab. 
2013. ISBN 978-3-87525-349-8. 

Band 238: Simon Opel 
Herstellung prozessangepasster 
Halbzeuge mit variabler Blechdi-
cke durch die Anwendung von 
Verfahren der Blechmassivumfor-
mung 
LFT, 165 Seiten, 108 Bilder, 27 Tab. 
2013. ISBN 978-3-87525-350-4. 

Band 239: Rajesh Kanawade 
In-vivo Monitoring of Epithelium 
Vessel and Capillary Density for 
the Application of Detection of 
Clinical Shock and Early Signs of 
Cancer Development 
LPT, 124 Seiten, 58 Bilder, 15 Tab. 
2013. ISBN 978-3-87525-351-1. 

Band 240: Stephan Busse 
Entwicklung und Qualifizierung 
eines Schneidclinchverfahrens 
LFT, 119 Seiten, 86 Bilder, 20 Tab. 
2013. ISBN 978-3-87525-352-8. 



Band 241: Karl-Heinz Leitz 
Mikro- und Nanostrukturierung 
mit kurz und ultrakurz gepulster 
Laserstrahlung 
LPT, 154 Seiten, 71 Bilder, 9 Tab. 
2013. ISBN 978-3-87525-355-9. 

Band 242: Markus Michl 
Webbasierte Ansätze zur ganzheit-
lichen technischen Diagnose 
FAPS, 182 Seiten, 62 Bilder, 20 Tab. 
2013. 
ISBN 978-3-87525-356-6. 

Band 243: Vera Sturm 
Einfluss von Chargenschwankun-
gen auf die Verarbeitungsgrenzen 
von Stahlwerkstoffen 
LFT, 113 Seiten, 58 Bilder, 9 Tab. 
2013. ISBN 978-3-87525-357-3. 

Band 244: Christian Neudel 
Mikrostrukturelle und mecha-
nisch-technologische Eigenschaf-
ten widerstandspunktgeschweiß-
ter Aluminium-Stahl-Verbindun-
gen für den Fahrzeugbau 
LFT, 178 Seiten, 171 Bilder, 31 Tab. 
2014. ISBN 978-3-87525-358-0. 

Band 245: Anja Neumann 
Konzept zur Beherrschung der 
Prozessschwankungen im Press-
werk 
LFT, 162 Seiten, 68 Bilder, 15 Tab. 
2014. ISBN 978-3-87525-360-3. 

Band 246: Ulf-Hermann Quen-
tin 
Laserbasierte Nanostrukturierung 
mit optisch positionierten Mikro-
linsen 
LPT, 137 Seiten, 89 Bilder, 6 Tab. 
2014. ISBN 978-3-87525-361-0. 

Band 247: Erik Lamprecht 
Der Einfluss der Fertigungsverfah-
ren auf die Wirbelstromverluste 
von Stator-Einzelzahnblechpake-
ten für den Einsatz in Hybrid- und 
Elektrofahrzeugen 
FAPS, 148 Seiten, 138 Bilder, 4 Tab. 
2014. ISBN 978-3-87525-362-7. 

Band 248: Sebastian Rösel 
Wirkmedienbasierte Umformung 
von Blechhalbzeugen unter An-
wendung magnetorheologischer 
Flüssigkeiten als kombiniertes 
Wirk- und Dichtmedium 
LFT, 148 Seiten, 61 Bilder, 12 Tab. 
2014. ISBN 978-3-87525-363-4. 

Band 249: Paul Hippchen 
Simulative Prognose der Geomet-
rie indirekt pressgehärteter Karos-
seriebauteile für die industrielle 
Anwendung 
LFT, 163 Seiten, 89 Bilder, 12 Tab. 
2014. ISBN 978-3-87525-364-1. 

Band 250: Martin Zubeil 
Versagensprognose bei der Pro-
zesssimulation von Biegeumform- 
und Falzverfahren 
LFT, 171 Seiten, 90 Bilder, 5 Tab. 
2014. ISBN 978-3-87525-365-8. 

Band 251: Alexander Kühl 
Flexible Automatisierung der Sta-
torenmontage mit Hilfe einer uni-
versellen ambidexteren Kinematik 
FAPS, 142 Seiten, 60 Bilder, 26 Tab. 
2014. 
ISBN 978-3-87525-367-2. 

Band 252: Thomas Albrecht 
Optimierte Fertigungstechnolo-
gien für Rotoren getriebeintegrier-
ter PM-Synchronmotoren von 
Hybridfahrzeugen 
FAPS, 198 Seiten, 130 Bilder, 38 
Tab. 2014. 
ISBN 978-3-87525-368-9. 

Band 253: Florian Risch 
Planning and Production Concepts 
for Contactless Power Transfer 
Systems for Electric Vehicles 
FAPS, 185 Seiten, 125 Bilder, 13 Tab. 
2014. 
ISBN 978-3-87525-369-6. 

Band 254: Markus Weigl 
Laserstrahlschweißen von Misch-
verbindungen aus austenitischen 
und ferritischen korrosionsbestän-
digen Stahlwerkstoffen 
LPT, 184 Seiten, 110 Bilder, 6 Tab. 
2014. ISBN 978-3-87525-370-2. 

Band 255: Johannes Noneder 
Beanspruchungserfassung für die 
Validierung von FE-Modellen zur 
Auslegung von Massivumform-
werkzeugen 
LFT, 161 Seiten, 65 Bilder, 14 Tab. 
2014. ISBN 978-3-87525-371-9. 

Band 256: Andreas Reinhardt 
Ressourceneffiziente Prozess- und 
Produktionstechnologie für fle-
xible Schaltungsträger 
FAPS, 123 Seiten, 69 Bilder, 19 Tab. 
2014. ISBN 978-3-87525-373-3. 

Band 257: Tobias Schmuck 
Ein Beitrag zur effizienten Gestal-
tung globaler Produktions- und 
Logistiknetzwerke mittels Simula-
tion 
FAPS, 151 Seiten, 74 Bilder. 2014. 
ISBN 978-3-87525-374-0. 

Band 258: Bernd Eichenhüller 
Untersuchungen der Effekte und 
Wechselwirkungen charakteristi-
scher Einflussgrößen auf das Um-
formverhalten bei Mikroumform-
prozessen 
LFT, 127 Seiten, 29 Bilder, 9 Tab. 
2014. ISBN 978-3-87525-375-7. 

Band 259: Felix Lütteke 
Vielseitiges autonomes Transport-
system basierend auf Weltmo-
dellerstellung mittels Datenfusion 
von Deckenkameras und Fahr-
zeugsensoren 
FAPS, 152 Seiten, 54 Bilder, 20 Tab. 
2014. 
ISBN 978-3-87525-376-4. 

Band 260: Martin Grüner 
Hochdruck-Blechumformung mit 
formlos festen Stoffen als Wirkme-
dium 
LFT, 144 Seiten, 66 Bilder, 29 Tab. 
2014. ISBN 978-3-87525-379-5. 

Band 261: Christian Brock 
Analyse und Regelung des Laser-
strahltiefschweißprozesses durch 
Detektion der Metalldampffackel-
position 
LPT, 126 Seiten, 65 Bilder, 3 Tab. 
2015. ISBN 978-3-87525-380-1. 

Band 262: Peter Vatter 
Sensitivitätsanalyse des 3-Rollen-
Schubbiegens auf Basis der Finite 
Elemente Methode 
LFT, 145 Seiten, 57 Bilder, 26 Tab. 
2015. ISBN 978-3-87525-381-8. 

Band 263: Florian Klämpfl 
Planung von Laserbestrahlungen 
durch simulationsbasierte Opti-
mierung 
LPT, 169 Seiten, 78 Bilder, 32 Tab. 
2015. ISBN 978-3-87525-384-9. 



Band 264: Matthias Domke 
Transiente physikalische Mecha-
nismen bei der Laserablation von 
dünnen Metallschichten 
LPT, 133 Seiten, 43 Bilder, 3 Tab. 
2015. ISBN 978-3-87525-385-6. 

Band 265: Johannes Götz 
Community-basierte Optimierung 
des Anlagenengineerings 
FAPS, 177 Seiten, 80 Bilder, 30 Tab. 
2015. 
ISBN 978-3-87525-386-3. 

Band 266: Hung Nguyen 
Qualifizierung des Potentials von 
Verfestigungseffekten zur Erweite-
rung des Umformvermögens aus-
härtbarer Aluminiumlegierungen 
LFT, 137 Seiten, 57 Bilder, 16 Tab. 
2015. ISBN 978-3-87525-387-0. 

Band 267: Andreas Kuppert 
Erweiterung und Verbesserung 
von Versuchs- und Auswertetech-
niken für die Bestimmung von 
Grenzformänderungskurven 
LFT, 138 Seiten, 82 Bilder, 2 Tab. 
2015. ISBN 978-3-87525-388-7. 

Band 268: Kathleen Klaus 
Erstellung eines Werkstofforien-
tierten Fertigungsprozessfensters 
zur Steigerung des Formgebungs-
vermögens von Alumi-niumlegie-
rungen unter Anwendung einer 
zwischengeschalteten Wärmebe-
handlung 
LFT, 154 Seiten, 70 Bilder, 8 Tab. 
2015. ISBN 978-3-87525-391-7. 

Band 269: Thomas Svec 
Untersuchungen zur Herstellung 
von funktionsoptimierten Bautei-
len im partiellen Presshärtprozess 
mittels lokal unterschiedlich tem-
perierter Werkzeuge 
LFT, 166 Seiten, 87 Bilder, 15 Tab. 
2015. ISBN 978-3-87525-392-4. 

Band 270: Tobias Schrader 
Grundlegende Untersuchungen 
zur Verschleißcharakterisierung 
beschichteter Kaltmassivumform-
werkzeuge 
LFT, 164 Seiten, 55 Bilder, 11 Tab. 
2015. ISBN 978-3-87525-393-1. 

Band 271: Matthäus Brela 
Untersuchung von Magnetfeld-
Messmethoden zur ganzheitlichen 
Wertschöpfungsoptimierung und 
Fehlerdetektion an magnetischen 
Aktoren 
FAPS, 170 Seiten, 97 Bilder, 4 Tab. 
2015. ISBN 978-3-87525-394-8. 

Band 272: Michael Wieland 
Entwicklung einer Methode zur 
Prognose adhäsiven Verschleißes 
an Werkzeugen für das direkte 
Presshärten 
LFT, 156 Seiten, 84 Bilder, 9 Tab. 
2015. ISBN 978-3-87525-395-5. 

Band 273: René Schramm 
Strukturierte additive Metallisie-
rung durch kaltaktives Atmosphä-
rendruckplasma 
FAPS, 136 Seiten, 62 Bilder, 15 Tab. 
2015. ISBN 978-3-87525-396-2. 

Band 274: Michael Lechner 
Herstellung beanspruchungsange-
passter Aluminiumblechhalbzeuge 
durch eine maßgeschneiderte Va-
riation der Abkühlgeschwindigkeit 
nach Lösungsglühen 
LFT, 136 Seiten, 62 Bilder, 15 Tab. 
2015. ISBN 978-3-87525-397-9. 

Band 275: Kolja Andreas 
Einfluss der Oberflächenbeschaf-
fenheit auf das Werkzeugeinsatz-
verhalten beim Kaltfließpressen 
LFT, 169 Seiten, 76 Bilder, 4 Tab. 
2015. ISBN 978-3-87525-398-6. 

Band 276: Marcus Baum 
Laser Consolidation of ITO Nano-
particles for the Generation of 
Thin Conductive Layers on Trans-
parent Substrates 
LPT, 158 Seiten, 75 Bilder, 3 Tab. 
2015. ISBN 978-3-87525-399-3. 

Band 277: Thomas Schneider 
Umformtechnische Herstellung 
dünnwandiger Funktionsbauteile 
aus Feinblech durch Verfahren der 
Blechmassivumformung 
LFT, 188 Seiten, 95 Bilder, 7 Tab. 
2015. ISBN 978-3-87525-401-3. 

Band 278: Jochen Merhof 
Sematische Modellierung automa-
tisierter Produktionssysteme zur 
Verbesserung der IT-Integration 
zwischen Anlagen-Engineering 
und Steuerungsebene 
FAPS, 157 Seiten, 88 Bilder, 8 Tab. 
2015. ISBN 978-3-87525-402-0. 

Band 279: Fabian Zöller 
Erarbeitung von Grundlagen zur 
Abbildung des tribologischen Sys-
tems in der Umformsimulation 
LFT, 126 Seiten, 51 Bilder, 3 Tab. 
2016. ISBN 978-3-87525-403-7. 

Band 280: Christian Hezler 
Einsatz technologischer Versuche 
zur Erweiterung der Versagensvor-
hersage bei Karosseriebauteilen 
aus höchstfesten Stählen 
LFT, 147 Seiten, 63 Bilder, 44 Tab. 
2016. ISBN 978-3-87525-404-4. 

Band 281: Jochen Bönig 
Integration des Systemverhaltens 
von Automobil-Hochvoltleitungen 
in die virtuelle Absicherung durch 
strukturmechanische Simulation 
FAPS, 177 Seiten, 107 Bilder, 17 Tab. 
2016. 
ISBN 978-3-87525-405-1. 

Band 282: Johannes Kohl 
Automatisierte Datenerfassung für 
diskret ereignisorientierte Simula-
tionen in der energieflexibelen 
Fabrik 
FAPS, 160 Seiten, 80 Bilder, 27 Tab. 
2016. 
ISBN 978-3-87525-406-8. 

Band 283: Peter Bechtold 
Mikroschockwellenumformung 
mittels ultrakurzer Laserpulse 
LPT, 155 Seiten, 59 Bilder, 10 Tab. 
2016. ISBN 978-3-87525-407-5. 

Band 284: Stefan Berger 
Laserstrahlschweißen thermoplas-
tischer Kohlenstofffaserverbund-
werkstoffe mit spezifischem Zu-
satzdraht 
LPT, 118 Seiten, 68 Bilder, 9 Tab. 
2016. ISBN 978-3-87525-408-2. 



Band 285: Martin Bornschlegl 
Methods-Energy Measurement - 
Eine Methode zur Energieplanung 
für Fügeverfahren im Karosserie-
bau 
FAPS, 136 Seiten, 72 Bilder, 46 Tab. 
2016. 
ISBN 978-3-87525-409-9. 

Band 286: Tobias Rackow 
Erweiterung des Unterneh-
menscontrollings um die Dimen-
sion Energie 
FAPS, 164 Seiten, 82 Bilder, 29 Tab. 
2016. 
ISBN 978-3-87525-410-5. 

Band 287: Johannes Koch 
Grundlegende Untersuchungen 
zur Herstellung zyklisch-symmet-
rischer Bauteile mit Nebenform-
elementen durch Blechmassivum-
formung 
LFT, 125 Seiten, 49 Bilder, 17 Tab. 
2016. ISBN 978-3-87525-411-2. 

Band 288: Hans Ulrich Vierzig-
mann 
Beitrag zur Untersuchung der tri-
bologischen Bedingungen in der 
Blechmassivumformung - Bereit-
stellung von tribologischen Mo-
dellversuchen und Realisierung 
von Tailored Surfaces  
LFT, 174 Seiten, 102 Bilder, 34 Tab. 
2016. ISBN 978-3-87525-412-9. 

Band 289: Thomas Senner 
Methodik zur virtuellen Absiche-
rung der formgebenden Operation 
des Nasspressprozesses von Ge-
lege-Mehrschichtverbunden 
LFT, 156 Seiten, 96 Bilder, 21 Tab. 
2016. ISBN 978-3-87525-414-3. 

Band 290: Sven Kreitlein 
Der grundoperationsspezifische 
Mindestenergiebedarf als Refe-
renzwert zur Bewertung der Ener-
gieeffizienz in der Produktion 
FAPS, 185 Seiten, 64 Bilder, 30 Tab. 
2016. 
ISBN 978-3-87525-415-0. 

Band 291: Christian Roos 
Remote-Laserstrahlschweißen ver-
zinkter Stahlbleche in Kehlnahtge-
ometrie 
LPT, 123 Seiten, 52 Bilder, 0 Tab. 
2016. ISBN 978-3-87525-416-7. 

Band 292: Alexander Kahrima-
nidis 
Thermisch unterstützte Umfor-
mung von Aluminiumblechen 
LFT, 165 Seiten, 103 Bilder, 18 Tab. 
2016. ISBN 978-3-87525-417-4. 

Band 293: Jan Tremel 
Flexible Systems for Permanent 
Magnet Assembly and Magnetic 
Rotor Measurement / Flexible Sys-
teme zur Montage von Permanent-
magneten und zur Messung mag-
netischer Rotoren 
FAPS, 152 Seiten, 91 Bilder, 12 Tab. 
2016. ISBN 978-3-87525-419-8. 

Band 294: Ioannis Tsoupis 
Schädigungs- und Versagensver-
halten hochfester Leichtbauwerk-
stoffe unter Biegebeanspruchung 
LFT, 176 Seiten, 51 Bilder, 6 Tab. 
2017. ISBN 978-3-87525-420-4. 

Band 295: Sven Hildering 
Grundlegende Untersuchungen 
zum Prozessverhalten von Silizium 
als Werkzeugwerkstoff für das 
Mikroscherschneiden metallischer 
Folien 
LFT, 177 Seiten, 74 Bilder, 17 Tab. 
2017. ISBN 978-3-87525-422-8. 

Band 296: Sasia Mareike Hert-
weck 
Zeitliche Pulsformung in der La-
sermikromaterialbearbeitung – 
Grundlegende Untersuchungen 
und Anwendungen 
LPT, 146 Seiten, 67 Bilder, 5 Tab. 
2017. ISBN 978-3-87525-423-5. 

Band 297: Paryanto 
Mechatronic Simulation Approach 
for the Process Planning of En-
ergy-Efficient Handling Systems 
FAPS, 162 Seiten, 86 Bilder, 13 Tab. 
2017. ISBN 978-3-87525-424-2. 

Band 298: Peer Stenzel 
Großserientaugliche Nadelwickel-
technik für verteilte Wicklungen 
im Anwendungsfall der E-Trakti-
onsantriebe 
FAPS, 239 Seiten, 147 Bilder, 20 
Tab. 2017. 
ISBN 978-3-87525-425-9. 

Band 299: Mario Lušić 
Ein Vorgehensmodell zur Erstel-
lung montageführender Werkerin-
formationssysteme simultan zum 
Produktentstehungsprozess 
FAPS, 174 Seiten, 79 Bilder, 22 Tab. 
2017. 
ISBN 978-3-87525-426-6. 

Band 300: Arnd Buschhaus 
Hochpräzise adaptive Steuerung 
und Regelung robotergeführter 
Prozesse 
FAPS, 202 Seiten, 96 Bilder, 4 Tab. 
2017. ISBN 978-3-87525-427-3. 

Band 301: Tobias Laumer 
Erzeugung von thermoplastischen 
Werkstoffverbunden mittels si-
multanem, intensitätsselektivem 
Laserstrahlschmelzen 
LPT, 140 Seiten, 82 Bilder, 0 Tab. 
2017. ISBN 978-3-87525-428-0. 

Band 302: Nora Unger 
Untersuchung einer thermisch un-
terstützten Fertigungskette zur 
Herstellung umgeformter Bauteile 
aus der höherfesten Aluminiumle-
gierung EN AW-7020 
LFT, 142 Seiten, 53 Bilder, 8 Tab. 
2017. ISBN 978-3-87525-429-7. 

Band 303: Tommaso Stellin 
Design of Manufacturing Processes 
for the Cold Bulk Forming of Small 
Metal Components from Metal 
Strip 
LFT, 146 Seiten, 67 Bilder, 7 Tab. 
2017. ISBN 978-3-87525-430-3. 

Band 304: Bassim Bachy 
Experimental Investigation, Mode-
ling, Simulation and Optimization 
of Molded Interconnect Devices 
(MID) Based on Laser Direct 
Structuring (LDS) / Experimentelle 
Untersuchung, Modellierung, Si-
mulation und Optimierung von 
Molded Interconnect Devices 
(MID) basierend auf Laser Direkt-
strukturierung (LDS) 
FAPS, 168 Seiten, 120 Bilder, 26 
Tab. 2017. 
ISBN 978-3-87525-431-0. 

Band 305: Michael Spahr 
Automatisierte Kontaktierungsver-
fahren für flachleiterbasierte Pkw-
Bordnetzsysteme 
FAPS, 197 Seiten, 98 Bilder, 17 Tab. 
2017. ISBN 978-3-87525-432-7. 



Band 306: Sebastian Suttner 
Charakterisierung und Modellie-
rung des spannungszustandsab-
hängigen Werkstoffverhaltens der 
Magnesiumlegierung AZ31B für die 
numerische Prozessauslegung 
LFT, 150 Seiten, 84 Bilder, 19 Tab. 
2017. ISBN 978-3-87525-433-4. 

Band 307: Bhargav Potdar 
A reliable methodology to deduce 
thermo-mechanical flow behaviour 
of hot stamping steels 
LFT, 203 Seiten, 98 Bilder, 27 Tab. 
2017. ISBN 978-3-87525-436-5. 

Band 308: Maria Löffler 
Steuerung von Blechmassivum-
formprozessen durch maßge-
schneiderte tribologische Systeme 
LFT, viii u. 166 Seiten, 90 Bilder, 5 
Tab. 2018. ISBN 978-3-96147-133-1. 

Band 309: Martin Müller 
Untersuchung des kombinierten 
Trenn- und Umformprozesses 
beim Fügen artungleicher Werk-
stoffe mittels Schneidclinchverfah-
ren 
LFT, xi u. 149 Seiten, 89 Bilder, 6 
Tab. 2018.  
ISBN: 978-3-96147-135-5. 

Band 310: Christopher Kästle 
Qualifizierung der Kupfer-Draht-
bondtechnologie für integrierte 
Leistungsmodule in harschen Um-
gebungsbedingungen 
FAPS, xii u. 167 Seiten, 70 Bilder, 18 
Tab. 2018.  
ISBN 978-3-96147-145-4. 

Band 311: Daniel Vipavc 
Eine Simulationsmethode für das 
3-Rollen-Schubbiegen 
LFT, xiii u. 121 Seiten, 56 Bilder, 17 
Tab. 2018. ISBN 978-3-96147-147-8. 

Band 312: Christina Ramer 
Arbeitsraumüberwachung und au-
tonome Bahnplanung für ein si-
cheres und flexibles Roboter-Assis-
tenzsystem in der Fertigung 
FAPS, xiv u. 188 Seiten, 57 Bilder, 9 
Tab. 2018.  
ISBN 978-3-96147-153-9. 

Band 313: Miriam Rauer 
Der Einfluss von Poren auf die Zu-
verlässigkeit der Lötverbindungen 
von Hochleistungs-Leuchtdioden 
FAPS, xii u. 209 Seiten, 108 Bilder, 
21 Tab. 2018.  
ISBN 978-3-96147-157-7. 

Band 314: Felix Tenner 
Kamerabasierte Untersuchungen 
der Schmelze und Gasströmungen 
beim Laserstrahlschweißen ver-
zinkter Stahlbleche 
LPT, xxiii u. 184 Seiten, 94 Bilder, 7 
Tab. 2018.  
ISBN 978-3-96147-160-7. 

Band 315: Aarief Syed-Khaja 
Diffusion Soldering for High-tem-
perature Packaging of Power Elec-
tronics 
FAPS, x u. 202 Seiten, 144 Bilder, 32 
Tab. 2018.  
ISBN 978-3-87525-162-1.  

Band 316: Adam Schaub 
Grundlagenwissenschaftliche Un-
tersuchung der kombinierten Pro-
zesskette aus Umformen und Ad-
ditive Fertigung 
LFT, xi u. 192 Seiten, 72 Bilder, 27 
Tab. 2019.  
ISBN 978-3-96147-166-9.  

Band 317: Daniel Gröbel 
Herstellung von Nebenformele-
menten unterschiedlicher Geomet-
rie an Blechen mittels Fließpress-
verfahren der Blechmassivumfor-
mung 
LFT, x u. 165 Seiten, 96 Bilder, 13 
Tab. 2019. ISBN 978-3-96147-168-3.  

Band 318: Philipp Hildenbrand 
Entwicklung einer Methodik zur 
Herstellung von Tailored Blanks 
mit definierten Halbzeugeigen-
schaften durch einen Taumelpro-
zess 
LFT, ix u. 153 Seiten, 77 Bilder, 4 
Tab. 2019. ISBN 978-3-96147-174-4.  

Band 319: Tobias Konrad 
Simulative Auslegung der Spann- 
und Fixierkonzepte im Karosserie-
rohbau: Bewertung der Baugrup-
penmaßhaltigkeit unter Berück-
sichtigung schwankender Einfluss-
größen 
LFT, x u. 203 Seiten, 134 Bilder, 32 
Tab. 2019.  
ISBN 978-3-96147-176-8.  

Band 320: David Meinel 
Architektur applikationsspezifi-
scher Multi-Physics-Simulations-
konfiguratoren am Beispiel modu-
larer Triebzüge 
FAPS, xii u. 166 Seiten, 82 Bilder, 
25 Tab. 2019.  
ISBN 978-3-96147-184-3.  

Band 321: Andrea Zimmermann 
Grundlegende Untersuchungen 
zum Einfluss fertigungsbedingter 
Eigenschaften auf die Ermüdungs-
festigkeit kaltmassivumgeformter 
Bauteile 
LFT, ix u. 160 Seiten, 66 Bilder, 5 
Tab. 2019.  
ISBN 978-3-96147-190-4. 

Band 322: Christoph Amann 
Simulative Prognose der Geomet-
rie nassgepresster Karosseriebau-
teile aus Gelege-Mehrschichtver-
bunden 
LFT, xvi u. 169 Seiten, 80 Bilder, 13 
Tab. 2019.  
ISBN 978-3-96147-194-2.  

Band 323: Jennifer Tenner 
Realisierung schmierstofffreier 
Tiefziehprozesse durch maßge-
schneiderte Werkzeugoberflächen 
LFT, x u. 187 Seiten, 68 Bilder, 13 
Tab. 2019.  
ISBN 978-3-96147-196-6. 

Band 324: Susan Zöller 
Mapping Individual Subjective 
Values to Product Design 
KTmfk, xi u. 223 Seiten, 81 Bilder, 
25 Tab. 2019.  
ISBN 978-3-96147-202-4. 

Band 325: Stefan Lutz 
Erarbeitung einer Methodik zur 
semiempirischen Ermittlung der 
Umwandlungskinetik durchhär-
tender Wälzlagerstähle für die 
Wärmebehandlungssimulation 
LFT, xiv u. 189 Seiten, 75 Bilder, 32 
Tab. 2019.  
ISBN 978-3-96147-209-3. 

Band 326: Tobias Gnibl 
Modellbasierte Prozesskettenab-
bildung rührreibgeschweißter Alu-
miniumhalbzeuge zur umform-
technischen Herstellung höchst-
fester Leichtbau-strukturteile 
LFT, xii u. 167 Seiten, 68 Bilder, 17 
Tab. 2019.  
ISBN 978-3-96147-217-8. 



Band 327: Johannes Bürner 
Technisch-wirtschaftliche Optio-
nen zur Lastflexibilisierung durch 
intelligente elektrische Wärme-
speicher 
FAPS, xiv u. 233 Seiten, 89 Bilder, 
27 Tab. 2019.  
ISBN 978-3-96147-219-2. 

Band 328: Wolfgang Böhm 
Verbesserung des Umformverhal-
tens von mehrlagigen Alumini-
umblechwerkstoffen mit ultrafein-
körnigem Gefüge 
LFT, ix u. 160 Seiten, 88 Bilder, 14 
Tab. 2019.  
ISBN 978-3-96147-227-7. 

Band 329: Stefan Landkammer 
Grundsatzuntersuchungen, mathe-
matische Modellierung und Ablei-
tung einer Auslegungsmethodik 
für Gelenkantriebe nach dem Spin-
nenbeinprinzip 
LFT, xii u. 200 Seiten, 83 Bilder, 13 
Tab. 2019.  
ISBN 978-3-96147-229-1. 

Band 330: Stephan Rapp 
Pump-Probe-Ellipsometrie zur 
Messung transienter optischer Ma-
terialeigen-schaften bei der Ultra-
kurzpuls-Lasermaterialbearbei-
tung 
LPT, xi u. 143 Seiten, 49 Bilder, 2 
Tab. 2019.  
ISBN 978-3-96147-235-2. 

Band 331: Michael Scholz 
Intralogistics Execution System 
mit integrierten autonomen, ser-
vicebasierten Transportentitäten 
FAPS, xi u. 195 Seiten, 55 Bilder, 11 
Tab. 2019.  
ISBN 978-3-96147-237-6. 

Band 332: Eva Bogner 
Strategien der Produktindividuali-
sierung in der produzierenden In-
dustrie im Kontext der Digitalisie-
rung 
FAPS, ix u. 201 Seiten, 55 Bilder, 28 
Tab. 2019.  
ISBN 978-3-96147-246-8. 

Band 333: Daniel Benjamin Krü-
ger 
Ein Ansatz zur CAD-integrierten 
muskuloskelettalen Analyse der 
Mensch-Maschine-Interaktion 
KTmfk, x u. 217 Seiten, 102 Bilder, 7 
Tab. 2019.  
ISBN 978-3-96147-250-5. 

Band 334: Thomas Kuhn 
Qualität und Zuverlässigkeit laser-
direktstrukturierter mechatronisch 
integrierter Baugruppen (LDS-
MID) 
FAPS, ix u. 152 Seiten, 69 Bilder, 12 
Tab. 2019.  
ISBN: 978-3-96147-252-9. 

Band 335: Hans Fleischmann 
Modellbasierte Zustands- und Pro-
zessüberwachung auf Basis sozio-
cyber-physischer Systeme 
FAPS, xi u. 214 Seiten, 111 Bilder, 18 
Tab. 2019.  
ISBN: 978-3-96147-256-7. 

Band 336: Markus Michalski 
Grundlegende Untersuchungen 
zum Prozess- und Werkstoffver-
halten bei schwingungsüberlager-
ter Umformung 
LFT, xii u. 197 Seiten, 93 Bilder, 11 
Tab. 2019.  
ISBN: 978-3-96147-270-3. 

Band 337: Markus Brandmeier 
Ganzheitliches ontologiebasiertes 
Wissensmanagement im Umfeld 
der industriellen Produktion 
FAPS, xi u. 255 Seiten, 77 Bilder, 33 
Tab. 2020.  
ISBN: 978-3-96147-275-8. 

Band 338: Stephan Purr 
Datenerfassung für die Anwen-
dung lernender Algorithmen bei 
der Herstellung von Blechformtei-
len 
LFT, ix u. 165 Seiten, 48 Bilder, 4 
Tab. 2020.  
ISBN: 978-3-96147-281-9. 

Band 339: Christoph Kiener 
Kaltfließpressen von gerad- und 
schrägverzahnten Zahnrädern 
LFT, viii u. 151 Seiten, 81 Bilder, 3 
Tab. 2020.  
ISBN 978-3-96147-287-1. 

Band 340: Simon Spreng 
Numerische, analytische und em-
pirische Modellierung des Heißcr-
impprozesses 
FAPS, xix u. 204 Seiten, 91 Bilder, 
27 Tab. 2020.  
ISBN 978-3-96147-293-2. 

Band 341: Patrik Schwingen-
schlögl 
Erarbeitung eines Prozessver-
ständnisses zur Verbesserung der 
tribologischen Bedingungen beim 
Presshärten 
LFT, x u. 177 Seiten, 81 Bilder, 8 
Tab. 2020.  
ISBN 978-3-96147-297-0. 

Band 342: Emanuela Affronti 
Evaluation of failure behaviour of 
sheet metals 
LFT, ix u. 136 Seiten, 57 Bilder, 20 
Tab. 2020.  
ISBN 978-3-96147-303-8. 

Band 343: Julia Degner 
Grundlegende Untersuchungen 
zur Herstellung hochfester Alumi-
niumblechbauteile in einem kom-
binierten Umform- und Ab-
schreckprozess 
LFT, x u. 172 Seiten, 61 Bilder, 9 
Tab. 2020.  
ISBN 978-3-96147-307-6. 

Band 344: Maximilian Wagner 
Automatische Bahnplanung für die 
Aufteilung von Prozessbewegun-
gen in synchrone Werkstück- und 
Werkzeugbewegungen mittels 
Multi-Roboter-Systemen 
FAPS, xxi u. 181 Seiten, 111 Bilder, 15 
Tab. 2020.  
ISBN 978-3-96147-309-0. 

Band 345: Stefan Härter 
Qualifizierung des Montagepro-
zesses hochminiaturisierter elekt-
ronischer Bauelemente 
FAPS, ix u. 194 Seiten, 97 Bilder, 28 
Tab. 2020.  
ISBN 978-3-96147-314-4. 

Band 346: Toni Donhauser 
Ressourcenorientierte Auftragsre-
gelung in einer hybriden Produk-
tion mittels betriebsbegleitender 
Simulation 
FAPS, xix u. 242 Seiten, 97 Bilder, 
17 Tab. 2020.  
ISBN 978-3-96147-316-8. 



Band 347: Philipp Amend 
Laserbasiertes Schmelzkleben von 
Thermoplasten mit Metallen 
LPT, xv u. 154 Seiten, 67 Bilder. 
2020. ISBN 978-3-96147-326-7. 

Band 348: Matthias Ehlert  
Simulationsunterstützte funktio-
nale Grenzlagenabsicherung 
KTmfk, xvi u. 300 Seiten, 101 Bil-
der, 73 Tab. 2020.  
ISBN 978-3-96147-328-1. 

Band 349: Thomas Sander 
Ein Beitrag zur Charakterisierung 
und Auslegung des Verbundes von 
Kunststoffsubstraten mit harten 
Dünnschichten 
KTmfk, xiv u. 178 Seiten, 88 Bilder, 
21 Tab. 2020.  
ISBN 978-3-96147-330-4. 

Band 350: Florian Pilz 
Fließpressen von Verzahnungsele-
menten an Blechen 
LFT, x u. 170 Seiten, 103Bilder, 4 
Tab. 2020.  
ISBN 978-3-96147-332-8. 

Band 351: Sebastian Josef 
Katona 
Evaluation und Aufbereitung von 
Produktsimulationen mittels ab-
weichungsbehafteter Geometrie-
modelle 
KTmfk, ix u. 147 Seiten, 73 Bilder, 
11 Tab. 2020.  
ISBN 978-3-96147-336-6. 

Band 352: Jürgen Herrmann 
Kumulatives Walzplattieren. Be-
wertung der Umformeigenschaften 
mehrlagiger Blechwerkstoffe der 
ausscheidungshärtbaren Legierung 
AA6014 
LFT, x u. 157 Seiten, 64 Bilder, 5 
Tab. 2020.  
ISBN 978-3-96147-344-1. 

Band 353: Christof Küstner 
Assistenzsystem zur Unterstüt-
zung der datengetriebenen Pro-
duktentwicklung 
KTmfk, xii u. 219 Seiten, 63 Bilder, 
14 Tab. 2020.  
ISBN 978-3-96147-348-9. 

Band 354: Tobias Gläßel 
Prozessketten zum Laserstrahl-
schweißen von flachleiterbasierten 
Formspulenwicklungen für auto-
mobile Traktionsantriebe 
FAPS, xiv u. 206 Seiten, 89 Bilder, 
11 Tab. 2020.  
ISBN 978-3-96147-356-4. 

Band 355: Andreas Meinel  
Experimentelle Untersuchung der 
Auswirkungen von Axialschwin-
gungen auf Reibung und Ver-
schleiß in Zylinderrol-lenlagern  
KTmfk, xii u. 162 Seiten, 56 Bilder, 
7 Tab. 2020.  
ISBN 978-3-96147-358-8. 

Band 356: Hannah Riedle 
Haptische, generische Modelle 
weicher anatomischer Strukturen 
für die chirurgische Simulation 
FAPS, xxx u. 179 Seiten, 82 Bilder, 
35 Tab. 2020.  
ISBN 978-3-96147-367-0. 

Band 357: Maximilian Landgraf 
Leistungselektronik für den Ein-
satz dielektrischer Elastomere in 
aktorischen, sensorischen und in-
tegrierten sensomotorischen Sys-
temen 
FAPS, xxiii u. 166 Seiten, 71 Bilder, 
10 Tab. 2020.  
ISBN 978-3-96147-380-9. 

Band 358: Alireza Esfandyari 
Multi-Objective Process Optimiza-
tion for Overpressure Reflow Sol-
dering in Electronics Production 
FAPS, xviii u. 175 Seiten, 57 Bilder, 
23 Tab. 2020.  
ISBN 978-3-96147-382-3. 

Band 359: Christian Sand  
Prozessübergreifende Analyse 
komplexer Montageprozessketten 
mittels Data Mining 
FAPS, XV u. 168 Seiten, 61 Bilder, 
12 Tab. 2021.  
ISBN 978-3-96147-398-4. 

Band 360: Ralf Merkl 
Closed-Loop Control of a Storage-
Supported Hybrid Compensation 
System for Improving the Power 
Quality in Medium Voltage Net-
works 
FAPS, xxvii u. 200 Seiten, 102 Bil-
der, 2 Tab. 2021.  
ISBN 978-3-96147-402-8. 

Band 361: Thomas Reitberger 
Additive Fertigung polymerer opti-
scher Wellenleiter im Aerosol-Jet-
Verfahren 
FAPS, xix u. 141 Seiten, 65 Bilder, 11 
Tab. 2021.  
ISBN 978-3-96147-400-4. 

Band 362: Marius Christian 
Fechter 
Modellierung von Vorentwürfen in 
der virtuellen Realität mit natürli-
cher Fingerinteraktion 
KTmfk, x u. 188 Seiten, 67 Bilder, 
19 Tab. 2021.  
ISBN 978-3-96147-404-2. 

Band 363: Franziska Neubauer 
Oberflächenmodifizierung und 
Entwicklung einer Auswerteme-
thodik zur Verschleißcharakteri-
sierung im Presshärteprozess 
LFT, ix u. 177 Seiten, 42 Bilder, 6 
Tab. 2021.  
ISBN 978-3-96147-406-6. 

Band 364: Eike Wolfram Schäf-
fer 
Web‐ und wissensbasierter Engi-
neering‐Konfigurator für roboter-
zentrierte Automatisierungslösun-
gen 
FAPS, xxiv u. 195 Seiten, 108 Bilder, 
25 Tab. 2021.  
ISBN 978-3-96147-410-3. 

Band 365: Daniel Gross 
Untersuchungen zur kohlenstoff-
dioxidbasierten kryogenen Mini-
malmengenschmierung 
REP, xii u. 184 Seiten, 56 Bilder, 18 
Tab. 2021.  
ISBN 978-3-96147-412-7. 

Band 366: Daniel Junker 
Qualifizierung laser-additiv gefer-
tigter Komponenten für den Ein-
satz im Werkzeugbau der Massiv-
umformung 
LFT, vii u. 142 Seiten, 62 Bilder, 5 
Tab. 2021.  
ISBN 978-3-96147-416-5. 

Band 367: Tallal Javied 
Totally Integrated Ecology Man-
agement for Resource Efficient and 
Eco-Friendly Production 
FAPS, xv u. 160 Seiten, 60 Bilder, 13 
Tab. 2021.  
ISBN 978-3-96147-418-9. 



Band 368: David Marco Hoch-
rein 
Wälzlager im Beschleunigungsfeld 
– Eine Analysestrategie zur Be-
stimmung des Reibungs-, Axial-
schub- und Temperaturverhaltens 
von Nadelkränzen – 
KTmfk, xiii u. 279 Seiten, 108 Bil-
der, 39 Tab. 2021.  
ISBN 978-3-96147-420-2. 

Band 369: Daniel Gräf 
Funktionalisierung technischer 
Oberflächen mittels prozessüber-
wachter aerosolbasierter Druck-
technologie 
FAPS, xxii u. 175 Seiten, 97 Bilder, 
6 Tab. 2021.  
ISBN 978-3-96147-433-2. 

Band 370: Andreas Gröschl 
Hochfrequent fokusabstandsmo-
dulierte Konfokalsensoren für die 
Nanokoordinatenmesstechnik 
FMT, x u. 144 Seiten, 98 Bilder, 6 
Tab. 2021.  
ISBN 978-3-96147-435-6. 

Band 371: Johann Tüchsen 
Konzeption, Entwicklung und  
Einführung des Assistenzsystems 
D-DAS für die Produktentwick-
lung elektrischer Motoren 
KTmfk, xii u. 178 Seiten, 92 Bilder, 
12 Tab. 2021.  
ISBN 978-3-96147-437-0. 

Band 372: Max Marian 
Numerische Auslegung von Ober-
flächenmikrotexturen für ge-
schmierte tribologische Kontakte 
KTmfk, xviii u. 276 Seiten, 85 Bil-
der, 45 Tab. 2021.  
ISBN 978-3-96147-439-4. 

Band 373: Johannes Strauß 
Die akustooptische Strahlformung 
in der Lasermaterialbearbeitung 
LPT, xvi u. 113 Seiten, 48 Bilder. 
2021. ISBN 978-3-96147-441-7. 

Band 374: Martin Hohmann 
Machine learning and hyper spec-
tral imaging: Multi Spectral Endos-
copy in the Gastro Intestinal Tract 
towards Hyper Spectral Endoscopy 
LPT, x u. 137 Seiten, 62 Bilder, 29 
Tab. 2021.  
ISBN 978-3-96147-445-5. 

Band 375: Timo Kordaß 
Lasergestütztes Verfahren zur se-
lektiven Metallisierung von epo-
xidharzbasierten Duromeren zur 
Steigerung der Integrationsdichte 
für dreidimensionale mechatroni-
sche Package-Baugruppen 
FAPS, xviii u. 198 Seiten, 92 Bilder, 
24 Tab. 2021.  
ISBN 978-3-96147-443-1. 

Band 376: Philipp Kestel 
Assistenzsystem für den wissens-
basierten Aufbau konstruktionsbe-
gleitender Finite-Elemente-Analy-
sen 
KTmfk, xviii u. 209 Seiten, 57 Bil-
der, 17 Tab. 2021.  
ISBN 978-3-96147-457-8. 

Band 377: Martin Lerchen 
Messverfahren für die pulverbett-
basierte additive Fertigung zur Si-
cherstellung der Konformität mit 
geometrischen Produktspezifikati-
onen 
FMT, x u. 150 Seiten, 60 Bilder, 9 
Tab. 2021.  
ISBN 978-3- 96147-463-9. 

Band 378: Michael Schneider 
Inline-Prüfung der Permeabilität 
in weichmagnetischen Komponen-
ten 
FAPS, xxii u. 189 Seiten, 79 Bilder, 
14 Tab. 2021.  
ISBN 978-3-96147-465-3. 

Band 379: Tobias Sprügel 
Sphärische Detektorflächen als 
Unterstützung der Produktent-
wicklung zur Datenanalyse im 
Rahmen des Digital Engineering 
KTmfk, xiii u. 213 Seiten, 84 Bilder, 
33 Tab. 2021.  
ISBN 978-3-96147-475-2. 

Band 380: Tom Häfner 
Multipulseffekte beim Mikro-Ma-
terialabtrag von Stahllegierungen 
mit Pikosekunden-Laserpulsen 
LPT, xxviii u. 159 Seiten, 57 Bilder, 
13 Tab. 2021.  
ISBN 978-3-96147-479-0. 

Band 381: Björn Heling 
Einsatz und Validierung virtueller 
Absicherungsmethoden für abwei-
chungs-behaftete Mechanismen 
im Kontext des Robust Design 
KTmfk, xi u. 169 Seiten, 63 Bilder, 
27 Tab. 2021.  
ISBN 978-3-96147-487-5. 

Band 382: Tobias Kolb 
Laserstrahl-Schmelzen von Metal-
len mit einer Serienanlage – Pro-
zesscharakterisierung und Erwei-
terung eines Überwachungssys-
tems 
LPT, xv u. 170 Seiten, 128 Bilder, 16 
Tab. 2021.  
ISBN 978-3-96147-491-2. 

Band 383: Mario Meinhardt 
Widerstandselementschweißen 
mit gestauchten Hilfsfügeelemen-
ten - Umformtechnische Wirkzu-
sammenhänge zur Beeinflussung 
der Verbindungsfestigkeit 
LFT, xii u. 189 Seiten, 87 Bilder, 4 
Tab. 2022.  
ISBN 978-3-96147-473-8. 

Band 384: Felix Bauer 
Ein Beitrag zur digitalen Ausle-
gung von Fügeprozessen im Karos-
seriebau mit Fokus auf das Re-
mote-Laserstrahlschweißen unter 
Einsatz flexibler Spanntechnik 
LFT, xi u. 185 Seiten, 74 Bilder, 12 
Tab. 2022.  
ISBN 978-3-96147-498-1. 

Band 385: Jochen Zeitler 
Konzeption eines rechnergestütz-
ten Konstruktionssystems für op-
tomechatronische Baugruppen 
FAPS, xix u. 172 Seiten, 88 Bilder, 11 
Tab. 2022.  
ISBN 978-3-96147-499-8. 

Band 386: Vincent Mann 
Einfluss von Strahloszillation auf 
das Laserstrahlschweißen hochfes-
ter Stähle 
LPT, xiii u. 172 Seiten, 103 Bilder, 18 
Tab. 2022.  
ISBN 978-3-96147-503-2. 



Band 387: Chen Chen 
Skin-equivalent opto-/elastofluidic 
in-vitro microphysiological vascu-
lar models for translational studies 
of optical biopsies 
LPT, xx u. 126 Seiten, 60 Bilder, 10 
Tab. 2022.  
ISBN 978-3-96147-505-6. 

Band 388: Stefan Stein 
Laser drop on demand joining as 
bonding method for electronics as-
sembly and packaging with high 
thermal requirements 
LPT, x u. 112 Seiten, 54 Bilder, 10 
Tab. 2022.  
ISBN 978-3-96147-507-0 

Band 389: Nikolaus Urban 
Untersuchung des Laserstrahl-
schmelzens von Neodym-Eisen-
Bor zur additiven Herstellung von 
Permanentmagneten 
FAPS, x u. 174 Seiten, 88 Bilder, 18 
Tab. 2022.  
ISBN 978-3-96147-501-8. 

Band 390: Yiting Wu 
Großflächige Topographiemessun-
gen mit einem Weißlichtinterfe-
renzmikroskop und einem metro-
logischen Rasterkraftmikroskop 
FMT, xii u. 142 Seiten, 68 Bilder, 11 
Tab. 2022.  
ISBN: 978-3-96147-513-1.  

Band 391: Thomas Papke 
Untersuchungen zur Umformbar-
keit hybrider Bauteile aus Blech-
grundkörper und additiv gefertig-
ter Struktur 
LFT, xii u. 194 Seiten, 71 Bilder, 16 
Tab. 2022.  
ISBN 978-3-96147-515-5. 

Band 392: Bastian Zimmermann 
Einfluss des Vormaterials auf die 
mehrstufige Kaltumformung vom 
Draht 
LFT, xi u. 182 Seiten, 36 Bilder, 6 
Tab. 2022.  
ISBN 978-3-96147-519-3. 

Band 393: Harald Völkl 
Ein simulationsbasierter Ansatz 
zur Auslegung additiv gefertigter 
FLM-Faserverbundstrukturen 
KTmfk, xx u. 204 Seiten, 95 Bilder, 
22 Tab. 2022.  
ISBN 978-3-96147-523-0. 

Band 394: Robert Schulte 
Auslegung und Anwendung pro-
zessangepasster Halbzeuge für 
Verfahren der Blechmassivumfor-
mung 
LFT, x u. 163 Seiten, 93 Bilder, 5 
Tab. 2022.  
ISBN 978-3-96147-525-4. 

Band 395: Philipp Frey 
Umformtechnische Strukturierung 
metallischer Einleger im Folgever-
bund für mediendichte Kunststoff-
Metall-Hybridbauteile 
LFT, ix u. 180 Seiten, 83 Bilder, 7 
Tab. 2022.  
ISBN 978-3-96147-534-6. 

Band 396: Thomas Johann Luft 
Komplexitätsmanagement in der 
Produktentwicklung - Holistische 
Modellierung, Analyse, Visualisie-
rung und Bewertung komplexer 
Systeme 
KTmfk, xiii u. 510 Seiten, 166 Bil-
der, 16 Tab. 2022.  
ISBN 978-3-96147-540-7. 

Band 397: Li Wang 
Evaluierung der Einsetzbarkeit des 
lasergestützten Verfahrens zur se-
lektiven Metallisierung für die Ver-
besserung passiver Intermodula-
tion in Hochfrequenzanwendun-
gen 
FAPS, xxii u.151 Seiten, 72 Bilder, 22 
Tab. 2022.  
ISBN 978-3-96147-542-1. 

Band 398: Sebastian Reitelshö-
fer 
Der Aerosol‐Jet‐Druck Dielektri-
scher Elastomere als additives Fer-
tigungsverfahren für elastische 
mechatronische Komponenten 
FAPS, xxv u. 206 Seiten, 87 Bilder, 
13 Tab. 2022.  
ISBN 978-3-96147-547-6. 

Band 399: Alexander Meyer 
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Kurzzusammenfassung

Aufgrund der Fortschritte digitaler Technologien strebt die subtraktive Ferti-
gung nach intelligenten Werkzeugmaschinen, welche eine datengetriebene
Selbstoptimierung ermöglichen. Als Beitrag zur Erreichung dieses Ziels wird
in dieser Arbeit ein Ansatz zur Berücksichtigung der Einflüsse von Material-
chargen vorgestellt.

Das beschriebene System nutzt dabei Bilder der verwendeten Schneidwerk-
zeuge, um deren Zustand zu erfassen. Es werden Methoden für die semanti-
sche Bildsegmentierung vorgeschlagen, durch welche die unterschiedlichen
Verschleißdefekte erkannt und vermessenwerden können. Zusätzlichwerden
neuartige Ansätze zur Generierung neuer sowie zur Adaption existierender
Trainingsdaten auf neue Anwendungsfälle dargestellt.

Die Erkennung der Materialcharge während der Bearbeitung erfolgt anhand
interner Steuerungssignale. Im Rahmen einer Signalvorverarbeitung werden
dabei die hochfrequenten Signale zu charakteristischen Kennwerten aggre-
giert. Ein Algorithmus bewertet nun den Neuheitsgrad der aktuellen Charge.
Ist diese bekannt wird eine Klassifizierung durchgeführt, andernfalls kommt
ein Clusteralgorithmus zum Einsatz.

Mit diesen Informationen kann nun historisches Wissen für die Berech-
nung optimierter, chargen-spezifischer Schnittparameter verwendet werden.
Zusätzlich ermöglicht das vorgestellte System das automatische Charakteri-
sieren neuartiger Chargen, das kontinuierlicheVerbessern derModelle, sowie
die effektive Anpassung an neue Anwendungsfälle.



  

 ISBN 978-3-96147-703-6

Benjamin Samuel Lutz

Smart Manufacturing System for  
Process Optimization Regarding  
Deviations among Material Batches

With the recent advances in digital technologies, the subtractive manufacturing industry 
is striving for smart machine tools, capable of data-driven self-optimization. As a buil-
ding block, this work proposes an approach for incorporating awareness regarding the 
material and its batch-specific characteristics for process optimization.

The proposed smart manufacturing system utilizes cutting tool images for an initial 
condition assessment. Methods are proposed for the semantic segmentation of the 
defect classes encountered in tool condition monitoring, enabling a detailed analysis 
regarding their presence, location, and size.

Furthermore, novel methods are proposed that support the image annotation process 
and the adaptation of existing training data to new scenes.

During machining, internal control data is used for material batch identification. The 
high-frequency control data is preprocessed, error-compensated, and aggregated 
into features. Using a novelty detection algorithm, unknown batches are identified. 
Subsequently, a classification algorithm is used to classify known batches, whereas a 
clustering approach is used to analyze unknown batches.

In a final step, historic process knowledge is used to compute optimized cutting pa-
rameters, thus enabling batch-adaptive machining. Furthermore, operational routines 
are proposed for the automated incorporation of material batches with novel behavior, 
continuous model improvement, and efficient adaptation to new machining scenarios.
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