With the recent advances in digital technologies, the subtractive manufacturing industry is striving for smart machine tools, capable of data-driven self-optimization. As a building block, this work proposes an approach for incorporating awareness regarding the material and its batch-specific characteristics for process optimization.

The proposed smart manufacturing system utilizes cutting tool images for an initial condition assessment. Methods are proposed for the semantic segmentation of the defect classes encountered in tool condition monitoring, enabling a detailed analysis regarding their presence, location, and size.

Furthermore, novel methods are proposed that support the image annotation process and the adaptation of existing training data to new scenes. During machining, internal control data is used for material batch identification. The high-frequency control data is preprocessed, error-compensated, and aggregated into features. Using a novelty detection algorithm, unknown batches are identified. Subsequently, a classification algorithm is used to classify known batches, whereas a clustering approach is used to analyze unknown batches.

In a final step, historic process knowledge is used to compute optimized cutting parameters, thus enabling batch-adaptive machining. Furthermore, operational routines are proposed for the automated incorporation of material batches with novel behavior, continuous model improvement, and efficient adaptation to new machining scenarios.
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### List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>AE</td>
<td>acoustic emission</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ANN</td>
<td>artificial neural network</td>
</tr>
<tr>
<td>API</td>
<td>application programming interface</td>
</tr>
<tr>
<td>AutoML</td>
<td>automated machine learning</td>
</tr>
<tr>
<td>BBI</td>
<td>batch behavior index</td>
</tr>
<tr>
<td>BUE</td>
<td>built-up-edge</td>
</tr>
<tr>
<td>CCD</td>
<td>charge-coupled device</td>
</tr>
<tr>
<td>CFRP</td>
<td>carbon fiber reinforced plastics</td>
</tr>
<tr>
<td>cGAN</td>
<td>conditional generative adversarial network</td>
</tr>
<tr>
<td>CMOS</td>
<td>complementary metal-oxide-semiconductor</td>
</tr>
<tr>
<td>CNN</td>
<td>convolutional neural network</td>
</tr>
<tr>
<td>DSLR</td>
<td>digital single lens reflex</td>
</tr>
<tr>
<td>DT</td>
<td>decision tree</td>
</tr>
<tr>
<td>DTW</td>
<td>dynamic time warping</td>
</tr>
<tr>
<td>GAN</td>
<td>generative adversarial network</td>
</tr>
<tr>
<td>G-Code</td>
<td>machine control instructions</td>
</tr>
<tr>
<td>GPU</td>
<td>graphics processing unit</td>
</tr>
<tr>
<td>GUI</td>
<td>graphic user interface</td>
</tr>
<tr>
<td>HMI</td>
<td>human machine interface</td>
</tr>
<tr>
<td>ID</td>
<td>identifier</td>
</tr>
<tr>
<td>IoT</td>
<td>internet of things</td>
</tr>
<tr>
<td>IoU</td>
<td>intersection over union</td>
</tr>
<tr>
<td>kNN</td>
<td>k-nearest-neighbor</td>
</tr>
<tr>
<td>LIBS</td>
<td>laser-induced breakdown spectroscopy</td>
</tr>
</tbody>
</table>
### List of Symbols and Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>logistic regression</td>
</tr>
<tr>
<td>mIoU</td>
<td>mean intersection over union</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>NB</td>
<td>Naïve Bayes</td>
</tr>
<tr>
<td>NC</td>
<td>numeric control</td>
</tr>
<tr>
<td>OES</td>
<td>optical emission spectrometer</td>
</tr>
<tr>
<td>OSS</td>
<td>open source software</td>
</tr>
<tr>
<td>PCA</td>
<td>principal component analysis</td>
</tr>
<tr>
<td>PLC</td>
<td>programmable logic controller</td>
</tr>
<tr>
<td>PMI</td>
<td>positive material identification</td>
</tr>
<tr>
<td>png</td>
<td>portable network graphics</td>
</tr>
<tr>
<td>ReLU</td>
<td>rectified linear unit</td>
</tr>
<tr>
<td>RF</td>
<td>random forest</td>
</tr>
<tr>
<td>ROI</td>
<td>region of interest</td>
</tr>
<tr>
<td>SMaPOMBa</td>
<td>smart manufacturing system for process optimization regarding deviations among material batches</td>
</tr>
<tr>
<td>SVM</td>
<td>support vector machine</td>
</tr>
<tr>
<td>TCM</td>
<td>tool condition monitoring</td>
</tr>
<tr>
<td>WAAM</td>
<td>wire arc additive manufacturing</td>
</tr>
<tr>
<td>XRF</td>
<td>X-ray fluorescence</td>
</tr>
</tbody>
</table>

### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_p$</td>
<td>mm</td>
<td>cutting depth</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>material batch</td>
<td></td>
</tr>
<tr>
<td>$\widehat{\mathcal{B}}$</td>
<td>predicted material batch</td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td></td>
<td>set of cutting parameters</td>
</tr>
<tr>
<td>$f$</td>
<td>mm</td>
<td>feed rate</td>
</tr>
<tr>
<td>$F_a$</td>
<td>N</td>
<td>active force</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>$F_c$</td>
<td>N</td>
<td>cutting force</td>
</tr>
<tr>
<td>$F_f$</td>
<td>N</td>
<td>feed force</td>
</tr>
<tr>
<td>$\phi$</td>
<td></td>
<td>feature map</td>
</tr>
<tr>
<td>$\Phi$</td>
<td></td>
<td>set of feature maps</td>
</tr>
<tr>
<td>$FN$</td>
<td></td>
<td>false negatives</td>
</tr>
<tr>
<td>$FP$</td>
<td></td>
<td>false positives</td>
</tr>
<tr>
<td>$F_p$</td>
<td>N</td>
<td>passive force</td>
</tr>
<tr>
<td>$F_z$</td>
<td>N</td>
<td>machining force</td>
</tr>
<tr>
<td>$\mathcal{H}$</td>
<td></td>
<td>historic data</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td></td>
<td>machining state</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td></td>
<td>set of machining state</td>
</tr>
<tr>
<td>$M$</td>
<td></td>
<td>type of classification model</td>
</tr>
<tr>
<td>$M$</td>
<td></td>
<td>set of classification model types</td>
</tr>
<tr>
<td>$\text{MRR}$</td>
<td>$\text{cm}^3 \text{min}^{-1}$</td>
<td>material removal rate</td>
</tr>
<tr>
<td>$\text{NCR}$</td>
<td>$\text{cm}^3 \text{min}^{-1}$</td>
<td>net chip rate</td>
</tr>
<tr>
<td>$n_{tc}$</td>
<td></td>
<td>number of tool changes</td>
</tr>
<tr>
<td>$P$</td>
<td></td>
<td>model hyperparameter</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td></td>
<td>set of model hyperparameters</td>
</tr>
<tr>
<td>$p$</td>
<td></td>
<td>pixel-of-interest</td>
</tr>
<tr>
<td>$\psi$</td>
<td></td>
<td>BBI entry</td>
</tr>
<tr>
<td>$r$</td>
<td></td>
<td>reference image</td>
</tr>
<tr>
<td>$S$</td>
<td></td>
<td>scene</td>
</tr>
<tr>
<td>$T$</td>
<td>min</td>
<td>tool life</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td></td>
<td>tolerance for data selection</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td></td>
<td>set of tolerances for data selection</td>
</tr>
<tr>
<td>$t_c$</td>
<td>min</td>
<td>tool change time</td>
</tr>
<tr>
<td>$t_m$</td>
<td>min</td>
<td>machining time</td>
</tr>
<tr>
<td>$\text{TN}$</td>
<td></td>
<td>true negatives</td>
</tr>
<tr>
<td>$t_n$</td>
<td>min</td>
<td>non-productive time</td>
</tr>
<tr>
<td>$TP$</td>
<td></td>
<td>true positives</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>$t_p$</td>
<td>min</td>
<td>production time</td>
</tr>
<tr>
<td>$t_{tc}$</td>
<td>min</td>
<td>time per tool change</td>
</tr>
<tr>
<td>$U$</td>
<td></td>
<td>set of images</td>
</tr>
<tr>
<td>$u$</td>
<td></td>
<td>image</td>
</tr>
<tr>
<td>$V$</td>
<td>cm$^3$</td>
<td>to-be-machined-volume</td>
</tr>
<tr>
<td>$v$</td>
<td></td>
<td>preprocessed image</td>
</tr>
<tr>
<td>$VB$</td>
<td>μm</td>
<td>flank wear width</td>
</tr>
<tr>
<td>$v_c$</td>
<td>m min$^{-1}$</td>
<td>cutting speed</td>
</tr>
<tr>
<td>$w$</td>
<td></td>
<td>ground truth masks</td>
</tr>
<tr>
<td>$\hat{w}$</td>
<td></td>
<td>predicted mask</td>
</tr>
<tr>
<td>$W$</td>
<td></td>
<td>set of ground truth masks</td>
</tr>
<tr>
<td>$X$</td>
<td></td>
<td>feature vector</td>
</tr>
<tr>
<td>$\check{X}$</td>
<td></td>
<td>processed feature vector</td>
</tr>
<tr>
<td>$y$</td>
<td></td>
<td>label</td>
</tr>
<tr>
<td>$\hat{y}$</td>
<td></td>
<td>predicted label</td>
</tr>
</tbody>
</table>
The thesis is structured in three main chapters to derive a smart manufacturing system for batch-specific process optimization.

Simplified and generalized alternatives for manufacturing procedures, adapted from [14].

Simplified procedure of the blast furnace route, adapted from [15, 16].

In the chip formation process in machining, different material deformation zones are found, adapted from [21, 25].

The machining force can be decomposed into the force components $F_c$, $F_r$, and $F_p$ for turning operations, adapted from [26].

The chemical compositions vary among samples of the same material grade for data investigated in this study a) as well as for publicly available datasets b).

The two material batches a) and b) show differently sized grains.

Material identification systems typically consist of a sensing unit, a data preprocessing module, a decision-making system and optionally an actuator for active sensing approaches, adapted from [P1].

The taxonomy allows an initial estimation of the difficulty of the material identification task based on the similarity of the to-be-identified specimens, adapted from [P1].

Among all investigated studies for material identification for smart manufacturing systems, trends regarding signal source, data preprocessing, and decision-making can be observed.

Difference between supervised and unsupervised material identification, adapted from [100].

Comparing common approaches for material identification in turning, drilling, and positive material identification (PMI), trends are observed regarding the categories sample similarity, type, signal, feature extraction, and decision-making.

Generalized and simplified framework of a smart machine tool systems, adapted from [126].
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The error between model prediction and ground-truth machinability assessment is used to retrain the models.

Depending on the error between predicted tool life \( \hat{T} \) and true tool life \( T \) either model retraining or novel material characterization takes place.

The TCM training routine incorporates both manual image annotation and automated synthetic data creation to generate training data for training the image segmentation algorithms.

The proposed smart manufacturing system contains many agents and storage components with specialized purposes to provide the different functionalities for set-up and operation.

The different microservices can be implemented as custom applications for Sinumerik Edge and MindSphere and can communicate by using the existing communication channels.

GUI of SMaPOMBa, showing the predicted information as well as the recommendations to the operator.

GUI of the visual TCM system.

The image annotation user interface contains traditional image manipulation tools as well as the proposed superpixel generation and label estimation methods [S5].

Images of the investigated cutting tools and sample microscope image data for the various investigated scenes.
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The observed parts vary significantly regarding its diameter and slightly regarding the base material. Only product variations with more than 100 samples are shown.

Simulated cutting forces \( \hat{F} \), measured force data \( F \), and the computed batch-implying fraction \( \mu \) for an exemplary cutting operation of a 32 mm diameter shaft with a fresh cutting tool.
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1 Introduction

Subtractive manufacturing is one of the main manufacturing technologies used today for the production of various components. Due to this, there is a constant drive to improve subtractive manufacturing processes, which aim at improving product quality and productivity, while minimizing costs. To achieve this, tool degradation needs to be minimized while maximizing the material removal rate (MRR). Thus, the optimization of cutting parameters and therefore the prediction of tool life is crucial.

One prevailing challenge is the strong dependency of the manufacturing process on the workpiece material, specifically its machinability. Thus, when dealing with multiple materials of different machinability, flexible solutions are needed that can adapt the cutting process to each individual material. This can be seen for the machining of multi-material workpieces, where optimized machining can only be carried out when adapting the cutting parameters regarding the respective material being machined [1]. With the recent advances in additive manufacturing of combining multiple materials in the building process of metal parts, the task of post-processing these with subtractive manufacturing processes will be of great interest. A similar challenge is posed when machining materials with strong batch-specific characteristics. In such cases, the material properties might vary significantly among material batches [2, 3]. This can lead to the real behavior of a specific material batch not matching the expected, batch-agnostic, material behavior [4] as well as parts manufactured from different batches showing different behavior in their material properties [5] and intended use [6]. Even small deviations, such as a change in chemical composition within the nominal specifications, can significantly impact the consecutive manufacturing process [7, 8]. Thus, batch-specific process adaptation and parameter optimization is needed for the efficient production of high-quality parts [8].

While adapted machining is needed for both multi-material parts and differently behaving material batches, the characteristics of each situation differ. When machining multi-material workpieces, the number of different materials, their behavior, and their design are generally known. However, based on the impacts of the fabrication procedure [9] or due to geometrical complexity [10], the exact material transition point might be unknown. Contrarily, for material batch-related machinability deviations, neither the number of unique behavior patterns nor their explicit behavior is known. Furthermore, while for multi-material parameter optimization, the scope of the problem is fixed during operation, this is not the case when dealing with material
batches, as new batches with novel characteristics and behavior might be encountered during operation.

Besides, with the recent trend of Industry 4.0 and the progress in information technology, advanced data analytics through means such as machine learning (ML) become a promising tool for optimizing machining processes [11]. This manifests in the emerging research field of smart machining, which is searching for procedures to adapt machining processes based on acquired data to achieve a given objective. These objectives include purposes such as machine health monitoring [12], predictive maintenance, process parameter optimization, and improvement of product quality. [13]

**Goal**

Thus, the goal of this research is to leverage the potential of advanced data analytics to derive a smart manufacturing system, capable of identifying the machinability behavior of the currently machined material. Subsequently, corrective actions on how to optimize the process in regard to the detected machinability should be suggested. Thereby, the decision-making process of the operator can be supported and improved. Furthermore, as the number of batches are not known prior to operation, the system must detect such situations and interpolate information from the existing material batches. Throughout operation, ground-truth data should be gathered automatically to characterize novel batches and integrate them in the system, so that they will be correctly optimized for subsequent runs. Furthermore, the huge variety of cutting operations needs to be considered, requiring the solution to be flexible enough for easy adaptability to new environments. To enable a broad adoption of the derived solution, requirements regarding additional hardware for sensing and computation should be kept to a minimum while utilizing existing platforms.

Such a concept builds a fundamental building block of the factory of the future, as machine tools are made aware about the context they are working in. By acquiring detailed information about the machinability of the respective to-be-machined material, optimized cutting parameters are found, and by evaluating the cutting process after completion, ground-truth data for self-improvement is gathered. Thereby, the autonomy of machine tools is further increased.

**Approach**

To achieve this goal, the characterization of material batches should only be carried out once for novel material batches. Material batches behaving
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similar to ones machined in the past, however, should be machined with the optimized parameters found while characterizing the respective most-similar historic material batch, thereby eliminating redundant material characterization. To enable automated material characterization, TCM systems are deployed. Through TCM, the condition of the cutting tool can be determined for given situations. Thus, it is possible to generate ground-truth data about the tool degradation and thus the tool lifetime, which is used to characterize novel materials.

Furthermore, a data-driven approach is realized, using the process data that can be acquired through the machine tool’s numeric control (NC), to identify the currently being machined material as either novel or as any of the material batches encountered in the past. For the second case, existing information regarding process optimization should be stored and adapted to the current machining situation, thus allowing the recommendation of optimized cutting parameters. Due to the high variety of different machine tool types, the NC is the common denominator among these and is used as primary data supplier. As the NC does not offer enough computational power for the execution of advanced algorithms, edge devices and cloud computing will be utilized. To convey the computed information to technical systems as well as human users, technical interfaces and graphical user interfaces are needed.

Requirements for an Automated Process Optimization Regarding Material Batches

Based on the situation presented above, these general requirements for such a smart manufacturing system can be derived:

R1 Subtractive manufacturing processes should be optimized regarding deviations in machinability among material batches.

R2 Novel material batches must be detected as such, whereas known ones should be identified correctly.

R3 The number of material batches is not known prior to operation and can continuously increase throughout operation.

R4 Even without ground truth data for the machinability of a material batch, a limited process optimization should at least be possible.

R5 Novel materials should be characterized and integrated automatically.

R6 Throughout operation, the models should improve continuously.

A tool condition monitoring system will be integrated in the proposed system to assess the tool condition and to enable automated characterization of novel materials. As such a system is sophisticated on its own, further specific requirements are defined:
Different types of wear defects should be detected and differentiated.

The adaptation of the method to new environments needs to be effective.

To enable the proposed solution to be applied in industrial settings, it needs to be compatible with common shop floor scenarios. Thus, certain requirements are derived for the implementation and operation of the smart manufacturing system:

The modules of the approach should be able to run individually.

The system should be integrated effectively into modern machine tools.

Structure of the Thesis

Based on the approach and the defined requirements, the structure of this thesis, see Figure 1, is derived. In Chapter 2 the fundamentals of and the state of the art for the defined requirements are introduced, enabling the derivation of suitable methods from related approaches. Furthermore, research gaps are identified as research needs. Based on these research needs, concepts and methods are proposed in the following three main chapters. Chapter 3 investigates the topic of effective image segmentation, Chapter 4 details the research regarding material batch identification, and Chapter 5 adds process optimization while also combining all individual subtopics into an overarching smart manufacturing system and detailing the prototypical implementation. Using the implemented system, a validation of the proposed methods is carried out on multiple scenarios in Chapter 6. The thesis is concluded in Chapter 7 with a summary of the conducted research activities and an outline of future research activities.
2 Derivation of the Need for Research in Material Batch-specific Process Optimization

In order to derive a smart manufacturing system for process optimization regarding the deviations among material batches, it is important to understand the underlying processes. Thus, in Section 2.1 the fundamentals of steel manufacturing and machining are introduced. Here, the importance of material machinability on the cutting process is shown. Consecutively, the concept of machinability is detailed and it is shown how there is variation not only between materials, but also between material batches.

After discussing the reason for machinability deviations among material batches, approaches for handling these deviations are reflected in Section 2.2. Subsequently, methods for the direct assessment of machinability as well as the identification and differentiation among different categories of materials are introduced and summarized.

The analysis of related material identification approaches highlights the importance of data-driven approaches and ML analysis. Thus, in Section 2.3 the concept of smart machine tools is analyzed in regard to their general architectures, sensing capabilities, and service distribution. Here, the concept of TCM in particular is reviewed as such systems seem promising for automated material characterization. Furthermore, the fundamentals and recent advances in the field of ML are introduced in Section 2.4. Finally, the relevant state of the art found is compared to the requirements to derive solution approaches and define research needs (Section 2.5).

Some aspects of this chapter were already discussed in student works supervised by the author [S1–S6]. Furthermore, central findings were made available to the scientific community in [P1].

2.1 Machinability Deviations among Material Batches

In this section, the fabrication procedure from iron ore to finished part is introduced (Section 2.1.1). Furthermore, the fundamentals of machining are touched briefly in Section 2.1.2 and the concept of machinability is detailed in Section 2.1.3. Thereby, the relation between deviations in the fabrication procedure and differences in machinability among material batches can be drawn (see Section 2.1.4).
2.1.1 Steel Fabrication Fundamentals

The first step in the steel manufacturing procedure is a primary forming process [14]. In general, three process alternatives can be differentiated (see Figure 2). In the first alternative, casting to semi-finished parts, technologies such as ingot casting and continuous casting are used to produce steel, which is consecutively fabricated using metalworking technologies to adjust shape and material properties, such as rolling and forging, before a subsequent machining process to produce the desired shape takes place. In the second alternative, near net shape casting, and third alternative, powder metallurgy, parts are produced close to their desired shape which can directly be post-processed in a machining step. [14] When comparing the popularity of each alternative, continuous casting is most ubiquitous with 85% of steel worldwide being produced with this methodology [15]. Furthermore, heat treatment steps are used to adjust material properties.

Forming

Steel is produced from iron ore in combination with coke and other supplements, which are melted and processed in blast furnaces, thereby producing pig iron [15]. To convert pig iron into steel, the carbon content needs to be reduced, unwanted elements need to be removed, and the desired alloying elements need to be adjusted as required by the specific steel grade [16]. The most common smelting process is the usage of blast furnaces, which can be seen in Figure 3 [16]. The smelting process requires three material groups: [17].

- iron ore
- fuel and reductants, such as coke
- slag former, such as limestone
The blast furnace uses hot air inserted at the bottom which moves to the top, thereby reacting with the materials and becoming furnace gas. Contrarily, the ore is reacting and undergoes reduction while making its way from the top to the bottom of the furnace. Thus, the required iron ore needs to be pre-manufactured to pellets, as all products need to be fragmented to allow for gas flow through the furnace.

Indirect reduction with carbon monoxide (see Equations 1, 2, and 3) and direct reduction with carbon (see Equation 4) take place at temperatures between \(400\, ^\circ\text{C}\) and \(800\, ^\circ\text{C}\), and between \(800\, ^\circ\text{C}\) and \(1200\, ^\circ\text{C}\), respectively [15].

\[
\begin{align*}
\text{Fe}_3\text{O}_4 + \text{CO} & \rightarrow 3\text{FeO} + \text{CO}_2 \\
\text{FeO} + \text{CO} & \rightarrow \text{Fe} + \text{CO}_2 \\
\text{Fe}_3\text{O}_4 + 4\text{CO} & \rightarrow 3\text{Fe} + 4\text{CO}_2 \\
\text{Fe}_2\text{O}_3 + 3\text{C} & \rightarrow 2\text{Fe} + 3\text{CO}
\end{align*}
\]

The pig iron produced by the blast furnace is now processed to produce steel at the desired material grades. The consecutive processes can be divided in primary metallurgy and secondary metallurgy. Primary metallurgy takes place in the converter with the goal of carbon-content reduction, removal of unwanted elements, and adjustment of the desired alloy composition. [17] To remove unwanted elements, the process of indirect oxidation is used [15]. Secondary metallurgy includes methods such as vacuum metallurgy and remelting processes with the goal of homogenization and further adjustment of alloy composition [15].
Heat Treatment

The primary microstructure of the material develops after the initial solidification of the melt, while the secondary microstructure is defined by the subsequent post-processing procedures, such as shaping and heat treatment [16]. Through heat treatment, the microstructure can be adjusted [16], and the material properties optimally fine-tuned [15]. Heat treatments typically consist of three phases: An initial heating, a holding period, and a cooling phase [16]. There are several heat treatment techniques including hardening, tempering, annealing, and normalizing [18].

In a typical hardening process, metal is initially austenitized by heating and holding at a certain temperature and a consecutive quenching process for rapid cooling to avoid the formation of pearlite microstructures [16]. Thereby, the hardness and strength, but also the brittleness of the material are increased. To reduce the brittleness, which limits a steel’s usability, tempering is used. In tempering, the material is heated at lower temperatures than during hardening, allowing the relief of internal stresses. Annealing methods are used similarly to improve a material’s ductility, microstructure refinement, and a relief of internal stresses. To achieve this, the material is cooled down at an extremely slow rate after being heated to a desired temperature. Annealing allows for both the improvement of the material’s machinability and the reduction of undesired effects of previous manufacturing steps [16]. While normalizing also involves the relief of internal stresses, normalized steels are typically harder and stronger compared to annealed steels. In this type of heat treatment, the material is heated to a temperature higher than the other alternatives, held until it is heated throughout, and finally cooled down in air. [18]

Metalworking

Through metalworking operations, the shape, surface, and material properties of metallic workpieces can be adjusted. The main criteria for shape change is plastic deformation, which happens if the shear stress exceeds the yield strength of the material. Based on the temperature, the two metalworking types cold working and hot working can be differentiated. [19] In cold working, the ambient temperature is below the material’s recrystallization temperature, leading to an increased dislocation density and therefore hardening, also known as work hardening [16, 19]. In hot working, the temperature is set above the material’s recrystallization temperature, which allows the adjustment of grain size through working at a certain temperature and subsequent cooling. [16]
Metalworking processes are defined by a variety of factors such as workpiece, tool, lubricant, temperature, and many more, which influence the change in material properties throughout and after the metalworking process [19]. Typical processes encountered are rolling and forging. In rolling, hot rolling operations are generally carried out first to allow for increased shape change at lower forces, with an optional subsequent cold rolling processes to further adjust the desired material properties [19].

2.1.2 Machining Fundamentals

The group of cutting technologies combines methods for the shape change of solid bodies by reducing local cohesion [20]. Machining, DIN 8589, is one of the main technologies used for metal cutting, which aggregates the specific technologies turning, milling, and drilling among others. In machining, the product is shaped by a mechanical metal removal process of a cutting tool, removing material layers as chips by a cutting motion [21]. The cutting tools are well-defined regarding the number of cutting edges, their shape, and their positions [20]. Machining processes can be defined clearly by their cutting parameters, technological-physical parameters, and chip-related parameters [22]. For example, the three cutting parameters found for turning operations are: cutting speed ($v_c$), feed rate ($f$), cutting depth ($a_p$).

Shape change is realized by a relative movement between the tool and the workpiece [23]. Chip formation is caused by advancing a cutting wedge through the material causing an initial elastic deformation. With sufficient force being exerted by the cutting tool, the material’s yield strength is exceeded, causing plastic deformation, which leads to fracture and material separation due to shear forces. [21, 23, 24] On a microscopic level, five different zones of material deformation can be differentiated (see Figure 4). In the primary shear zone (1), chip formation occurs due to shearing. In the secondary shear zones at the rake face (2, 4), the friction forces between tool and workpiece cause plastic deformation of these areas. At the stagnation zone (3), the deformation and separation of the material takes place. Finally, the preliminary deformation zone (5) is defined by chip formation-induced stresses, leading to elastic and plastic deformation. [20]

As the material is resisting the tool’s intrusion, force needs to be exerted to enable machining. These observable forces are typically used to describe the machining process. The different types of cutting forces can be seen in Figure 5 exemplarily for the longitudinal cutting operation. The cutting force ($F_c$) is applied tangentially against the direction of the cutting motion, the passive force ($F_p$) perpendicular to the cutting force, and the feed force ($F_f$) against the feed direction. The cutting force and the feed force are aggregated
as active force \( F_a \) while all forces are summarized as machining force \( F_z \) (see Equation 5). [20]

\[
F_z = F_a + F_p = F_c + F_f + F_p
\]  

The cutting force is used to overcome the resistance of the workpiece against the rotation and is thus typically the highest of all forces, accounting for over 98% of the total power consumption. Similarly, the feed force is the resistance against the feed direction, with magnitudes typically at 50% of the cutting force. The passive force does not contribute to the material removal process.
as there is no velocity in the radial direction, but is important for dimension accuracy [20]. [21]

The expected cutting forces are directly related to the cutting parameters and follow characteristic non-linear relations [22–24]. However, the cutting forces and the machining process itself is not only influenced by the cutting parameters, but also by the workpiece material [24]. This material impact is described by the concept of machinability.

2.1.3 Machinability

The machinability of a material is a measure of its ability to be machined. Typically, a high machinability is desired, which allows for higher cutting speeds and reduced tool wear, thus increasing productivity while reducing costs [27]. Machining steels are known for rather high machinability, while tool steels and heat-resistant steels show low machinability. Machinability is typically expressed in relation to a reference material [28].

Based on Schneider, the machinability of a given material is influenced by the condition of the work material as well as its physical properties. The factors determining the condition of the work material are the chemical composition, the microstructure, the grain size, the heat treatment, the fabrication process, the hardness, the yield strength, and the tensile strength. [28] These can be further grouped into the groups basic material properties, refinement and specialization, and mechanical properties [S1]. The basic material properties define the boundary conditions for the properties of the respective material. The second group summarizes the methods that are used to create and modify the basic material properties, while the third group describes the mechanical properties resulting from the combination of basic material properties.

The chemical composition is a central aspect for a material’s machinability. Based on the chemical composition of steels, certain generalizations can be made in regard to its machinability. However, as the nature of element interaction is complex, effects might be unclear. In general, it can be said that elements such as phosphor (>0.1 wt.%), chromium, molybdenum, tungsten, nickel, silicon, titanium, and vanadium decrease machinability, while the elements phosphor (<0.1 wt.%), manganese, sulfur, lead and suited deoxidants result in increased machinability. These impacts are made either due to a change in microstructure such as the formation of abrasive or lubricative inclusions [26]. As an example, sulfur forms soft inclusions with manganese which breaks chips during machining [16]. Furthermore, non-metallic inclusions can reduce the shear strength in the cutting area, cause a lubrication
effect, or form a protective layer on the cutting tool [29], and thereby improve machinability [30–32]. [28]

The **microstructure** is determined by the chemical composition, including the carbon-content, and the mechanical and thermal processing. **Ferrite** typically leads to adhesion, and thus the formation of built-up-edge (BUE) on the cutting tool. **Cementite** has a high hardness and brittleness, rendering it essentially not machinable. **Perlite** also has increased hardness and reduced forming abilities, and thus strong abrasive wear of the cutting tool, high cutting forces but also beneficial chip forms and increased surface finish. **Austenite** shows high formability, toughness and low heat conductivity, thus resulting in an increased adhesion, work hardening and high temperature wear at the tool’s cutting edge. **Martensite** exhibits low machinability, high abrasive wear of the cutting tools and high mechanical and thermal load due to its high hardness and brittle behavior is expected. Finally, for **bainite** similar behavior to **martensite** or **pearlite** can be expected based on the temperature. [S1] Based on the direct impact of the material microstructure on the material’s machinability, simulation models are proposed to predict the machinability for different states of C60 steel [33].

The **grain size** is significantly influenced by the number of nuclei and the cooling rate [16]. Small grains lead to an increased strength, ductility, and toughness, as grain boundaries hinder dislocation movements [34]. Thus, the machinability increases with larger grains.

The **fabrication procedure** significantly impacts microstructure, grain size, and grain orientation, and therefore hardness, ductility, and strength of the material. Typical fabrication procedures include: hot rolling, cold rolling, forging, and casting. [28]

**Heat treatments** enable the adjustment of mechanical properties before and after the fabrication procedure. Through heat treatments, hardness, strength, and grain size can be adapted. [28] While diffusion annealing reduces local variations of the chemical composition, coarse-grain annealing leads to a microstructure of large grains, which exhibit good machinability. Normalizing aims at reaching a continuous, small-grain-sized microstructure with worse machinabilities than coarse-grain or soft annealing. Hardening leads to a diffusionless phase transformation of austenite resulting in a martensitic or bainitic microstructure. Tempering, however, increases ductility, thus increasing machinability. [S1]

The **hardness** of a material depends both on the chemical composition and the microstructure of a material. With increased hardness, tool degradation
due to abrasion increases and machinability reduces. The yield strength and tensile strength behave similarly [28]. [S1]

2.1.4 Deviations among Material Batches

Industrial materials are specified by standards, such as the DIN EN 10027, UNS, ASME, and BSi specification standards. Based on the respective material grade, the nominal specifications can be found. However, due to fluctuations in the manufacturing process, materials can vary within their nominal specification or the tolerance limits provided by their supplier [6], resulting in differently behaving material batches. [5] Furthermore, the actual material properties can deviate from those acquired from samples, which are typically used to validate the compliance to the specification, as samples have simple geometries, a simple stress distribution, a homogeneous nature and are tested under laboratory conditions [16]. Thus, machinability variations among material batches can be mostly related to fluctuations in chemical composition, heat treatment and the resulting microstructure including the grain size.

In Figure 6, the measured chemical compositions of samples from different batches of the same material grade are shown for data acquired in this study (Figure 6 - a) and published data in [27] (Figure 6 - b). While the measured values are close to the specified values, a spread in element composition can be observed. In their study, BREZOCNIK ET AL. acquire a dataset of 146 material batches for 18 different steel grades with measured chemical compositions and respective machinability. It can be seen that slight deviations in chemical composition among the material batches for a single material grade impact the respective machinability. [27] Furthermore, [35] show that the machinability of the nickel alloy Inconel 718 can be improved by adapting the aluminum percentage within its nominal specification. In regard to non-metallic inclusions, JEON ET AL. investigate three material batches with varying amounts of sulfur contents. It can be seen that the machinability depends significantly on the amount of non-metallic inclusions. [36]

Heat treatment is especially important for deviations among material batches, as deviating heat treatments can lead to different machinability. Also, treatment types such as case-hardening and nitriding lead to a change in microstructure and chemical compositions only at certain positions of the workpiece [28], thus inducing different behavior among material zones. A similar effect can be seen for water quenching, as the microstructure might be different from the outer surface to the material core due to different cooling rates [37]. In [38], reduced machinability of SAE1050 steel samples was observed when applying the heat treatments annealing and normalizing.
Different microstructures among material batches are formed by different cooling rates after hot rolling [33]. It has been found that the sample with a higher percentage of ferrite and larger grains exhibits higher machining forces and reduced tensile strength. Furthermore, [37] investigate the effect of several heat treatments after an initial austenitizing and show that only water quenching leads to martensitic microstructure, while annealing, normalizing, and oil quenching of the investigated AISI 1045 samples all show a ferrite-pearlite microstructure. The effect of grain size variations among material batches on machinability can also be seen in the samples investigated in this work. While the material batch with rather large grain sizes, see Figure 7 (a), exhibits high machinability, the material batch with smaller grain sizes, see Figure 7 (b), has a reduced machinability in direct comparison. Another effect is that material batches of different purity levels but of the same grade show different hardening behaviors [16]. In [39] it is shown that for a given hardness, the material’s microstructure has a significant impact on its machinability.

2.2 Approaches for Handling Machinability Deviations

As shown in Section 2.1 fluctuations in the material manufacturing process lead to deviations in properties among material batches and thus to different machinability. This prompts the investigation of established practices for handling these deviations (Section 2.2.1). Furthermore, the different approaches for assessing a material’s specific machinability are introduced (Section 2.2.2).
and the general area of material identification is reviewed (Section 2.2.3) to draw similarities for material batch identification.

2.2.1 Solutions for Handling Material Deviations

There are several solutions for handling machinability deviations among material batches. These include:

- Tighter tolerances
- Usage of generally applicable cutting parameters
- Material testing and machinability characterization for every batch
- Simulation

By **tightening** the tolerances of the material specifications, the expected deviations among material batches can be minimized. However, there might be a technological limit as not all influencing factors causing the deviations can be controlled to the most accurate level. Furthermore, with tighter tolerances, the material costs increase as the effort for material manufacturing rises [40], while the amount of suppliers that can deliver their material up to the specified standard diminishes.

Alternatively, in a naive approach, machinability deviations among material batches can be ignored, by finding a set of **generally applicable cutting parameters**, which work sufficiently well for all machinability variations of the respective material grade. In this approach little effort has to be put into material characterization. However, the cutting parameters need to be selected in a conservative way such that they account for batches with bad machinability. Therefore, the process is running mostly at non-ideal conditions.

To enable machining at ideal conditions, the machinability of the to-be-machined material batch needs to be known. To do this, one can carry out...
material testing and material characterization for every new material batch to establish optimized machining strategies. Such an approach can be seen in [8] for laser cutting of five material batches of X5CrNi18-10, with some chemical elements deviating up to 40% from the mean. By finding material-batch specific cutting parameters, good quality can be reached for all material batches [8]. For the machining of different material grades DENKENA ET AL. find optimized sets of cutting parameters for each material [9], reducing the cutting time significantly [1]. While this allows for optimized machining, and thus the lowest machining costs, there are significant testing efforts involved. For the in-depth analysis of a novel alloy with the goal of finding optimized machining strategies and cutting tools, over 300 cutting experiments were conducted [41]. In a typical industrial scenario, fewer experiments are needed. In a simplified, general manner, the cutting depth is optimized first, followed by the feed rate and finally the cutting speed. These experiments involve manual process observation by visual and acoustical means as well as the assessment of machinability by tool life.

A different alternative is the field of simulation. EVANS states that “batch to batch variation will contain both a systematic and a random component” [5]. Thus, they investigate the usage of theta methodology for the random component [42] and the Wilshire equation for the systematic component [5] for their investigation of creep life. Similarly, in [4] a strategy of combining an offline simulation [43] with an online adaptation is proposed, which can adapt to long term changes, such as a change in material behavior throughout time.

In Table 1 the different approaches are compared qualitatively, based on impacts on material costs, testing costs, and machining costs. It can be seen that through tight tolerances and extensive material testing the problem of material batch deviations can be compensated. However, these approaches lead to an increase in material costs and testing time. Through means of simulation, especially long-term effects, such as seasonal trends, might be modeled and compensated. This method is not suited to represent the stochastic nature of batch deviations due to manufacturing fluctuations as there is no known pattern that can be modelled efficiently. Using a fixed set of parameters for a given material grade, while ignoring material batch deviations, has normal material costs and low testing costs. However, due to the more conservative nature of the parameters, the machining costs rise for differently behaving material batches. Finally, the method of testing every material batch allows for the determination of the exact machinability and, thus, low machining costs due to ideal cutting parameters for every material batch. Even though this enables the most cost-efficient machining during operation, the associated costs of extensive material testing might outweigh the benefits.
Table 1: The different strategies for handling material batch deviations are compared in regard to the associated manufacturing costs.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Material costs</th>
<th>Testing costs</th>
<th>Machining costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tight tolerances</td>
<td>high</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Default parameters</td>
<td>medium</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Testing all</td>
<td>low</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>Simulation</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
</tr>
</tbody>
</table>

2.2.2 Methods for Material Characterization

To characterize a material batch, its machinability needs to be determined. This can either be done by analyzing all influencing factors on the machinability, see Section 2.1.3, or by judging the machinability through an indirect method.

Monitoring of Influencing Parameters

There are several advances in the monitoring of the machinability’s influencing factors and the consecutive machinability prediction. Given the chemical composition of a material, methods such as genetic programming [27] or artificial neural networks (ANNs) [44] are investigated for machinability prediction. ABOURIDOUANE ET AL. propose the usage of the representative volume element technique for predicting machinability based on the material’s microstructure [33]. The required microstructure can be measured using microscopes, however there is a sophisticated sample preparation process required, rendering it infeasible for in-process analysis. Similarly to the microstructure, the grain size can be determined using microscopes prior to the machining process [45]. While ML-methods can be used for automated grain size determination [46], the samples still need to be prepared outside the machining process. In [47], both acoustic emissions and cutting forces are investigated to identify the heat treatment condition, annealed or tempered, of the work material. Audio signals can also be used to detect hardness variations during milling [48]. However, similar hardness does not necessarily correspond with similar machinability as the remaining factors might differ.

In summary, it can be said that there are approaches to monitor some of the factors influencing machinability during machining. However, for the detailed analysis of most parameters, time-consuming preprocessing steps are needed to acquire the data needed for machinability determination. Thus, the
factors influencing the machinability are not suited for an online monitoring of a material batch’s machinability.

Machinability Monitoring

Machinability can not be determined directly, but is typically assessed through one or multiple criteria. These include the tool life, the tool forces and power consumption, the surface finish, and the chip form [28]. Advanced methods integrate multiple factors such as hardness, strength, toughness, cutting force, thermal conductivity, cutting temperature, tool life and surface roughness for machinability assessment [49].

Tool life refers to the time during which a tool can execute machining operations at the desired quality [50]. Materials that are machined without causing a lot of tool wear are considered to have good machinability [28]. Among all machinability assessment alternatives, tool life is the most popular one [24]. As a challenge, tool life is very sensitive to other influencing factors, such as tool material and cutting parameters [28]. To predict the expected tool life at specific cutting parameters for a given work material-tool material combination, tool life models are used. JOHANSSON ET AL. compare the commonly used Taylor model [52], its extended version [53], the Coromant turning model version 1 model and the Colding equation [54] for tool life prediction. While the best performances are achieved using the Colding equation, the standard Taylor model and its extended versions are especially feasible for industrial applications due to their limited number of coefficient parameters [51].

The investigation of machining forces originates in the understanding of machinability as the ease of cutting, which “implies that a metal through which a tool is easily pushed should have a good machinability rating” [28]. Among all machining forces, the cutting force is investigated most often. In general, harder-to-machine materials require higher cutting forces [24]. Therefore, cutting forces appear to be suitable as an indirect measure of machinability [55]. However, the cutting force does not only depend on the material’s machinability, but also on other factors such as the condition of the cutting tool as well as the cutting parameters.

Surface finish is determined by elastic and plastic deformation at the minor cutting edge. Furthermore, surface roughness is caused by the formation and detachment of BUE parts on the cutting tool, which are more commonly observed when machining soft and ductile materials [28]. Surface roughness can be measured using technologies such as ultrasonic sound [56] or angular-speckle correlation [57]. Using the surface finish as a machinability index is
only viable for certain cutting conditions and the results might deviate from those acquired using tool life and machining forces [28].

Lastly, machinability can be judged by the chip form [58], which impacts both the machining process and the chip handling [50]. Thus, materials with desired chip forms would receive a high machinability rating. As the chip form needs to be judged manually by the operator, the rating is of a rather qualitative nature. Applications are found mostly in drilling [28] and for limited chip space [50]. [28]

In their research, JAWAHIR ET AL. further investigate the different criteria, establish interrelationships among them, and derive the need for considering all factors in an integrated machinability approach [59, 60]. Such a concept is later introduced as total machining performance consisting of the five factors surface finish, tool wear rate, dimensional accuracy, cutting power, and chip breakability, which can be quantified by using fuzzy logic [61] or genetic algorithms [62]. Based on this concept, a comprehensive methodology is proposed combining analytical, empirical, numerical and AI-based models in a hybrid approach for machining performance assessment [63].

2.2.3 Material Identification Methods

Material identification methods enable production systems to gain information about the material being processed. The general architecture of material identification systems is shown in Figure 8. The to-be-identified material is observed by one or multiple sensors. These either monitor passive signals or, optionally, use active signals induced by an actuator. The acquired signals are preprocessed before making a decision.

![Figure 8: Material identification systems typically consist of a sensing unit, a data preprocessing module, a decision-making system and optionally an actuator for active sensing approaches, adapted from [Pt].](image)

**Degree of Similarity**

For material identification, a dependency from the difficulty of the identification task to the level of similarity among the to-be-identified specimens can be seen. For the identification of several wood types and wood classes,
Piuiri et al. show that the identification of the exact type, such as wild cherry or oak chestnut, is more challenging than the sole identification of the wood classes, such as conifer or broad-leaved [64]. Similarly, Denkena et al. study the classification between two different steel alloys as well as the classification between one aluminum and one steel sample. While the steel and the aluminum sample can be differentiated clearly, the two types of steel are significantly harder to differentiate due to similar cutting forces [65]. Thus, it is necessary to assess the level of similarity among the to-be-identified samples for an initial judgment of the material identification task. To achieve this, Strese et al. propose a taxonomy for the detailed labeling of investigated samples [66], which is extended in [P1] to match all scenarios typically encountered in material identification for smart manufacturing systems. This taxonomy consists of the five levels major material, material sub-class, specific material, material grade, and material batch (see Figure 9).

![Taxonomy Diagram](image)

Figure 9: The taxonomy allows an initial estimation of the difficulty of the material identification task based on the similarity of the to-be-identified specimens, adapted from [P1].

Integration in Manufacturing Systems

Material identification is typically carried out either as process monitoring or as offline identification [P1]. While the alternative of process monitoring takes place in situ during machining, offline identification is carried out as an auxiliary process step before the main process. As a consequence, process monitoring solutions are desired due to no negative effects on the cycle times, while offline identification methods have greater flexibility regarding the sensing approach as no interference from the manufacturing process is
present and active actions such as knocking on [67, 68] or moving over [69] the sample can be conducted.

**Signal Sources**

To enable material identification, a great variety of signals are investigated. These include visual images [70], infrared images [71–73], tactile images [74], cutting forces [9], spindle torques [9], friction forces, structure-borne sound, air-borne sound, vibrations, color measurements [75, 76], fluorescence [64], electric impedance [77], temperature measurements [78–81], density measurements [66] and simulation data [9]. Among these, [P1] find that the groups of surface images, force and torque signals, and vibration data are most commonly used (see Figure 10, a). Typically, not a single data source is used, but multiple sensors are integrated, combining the information of the various modalities [82], which often leads to improved identification accuracies [S2].

![Figure 10: Among all investigated studies for material identification for smart manufacturing systems, trends regarding signal source, data preprocessing, and decision-making can be observed.](image)

To find out which feature has the highest impact, feature ranking methods such as the joint-mutual information method can be used [65]. Regarding the effectiveness of the different signals, varying observations are made. While in some studies force data contains more information than vibration data [1, 83], in other studies all samples can be classified only with vibration data, but not with forces [84]. As a further challenge, [67] notice that vibration data strongly depends on the shape and volume of the to-be-identified sample.
Feature Extraction

The acquired signals are either analyzed directly as raw data, or preprocessed into features through general statistical methods or expertise-specific feature engineering methods. Simple feature extraction includes the computation of features that are generally used, such as the signal’s mean or standard deviation [83]. While these are most commonly applied to time-series signals, methods like pixel averaging can also be applied to image data [70]. Feature engineering describes the process of deriving specific features characteristic for the respective application. These include the histogram of oriented gradients [85], material-specific frequency bands [86], and bio-inspired tactile features [74], among others [66, 69, 87]. When comparing the popularity of the different alternatives (see Figure 10, b), it can be seen that only a few approaches analyze raw data directly, while most approaches use simple feature extraction methods or some form of engineered features [P1].

In direct comparison of different feature extraction alternatives, it can be seen that in general worse results were seen when analyzing raw data compared to preprocessed data [78]. However, in certain cases, the usage of raw data in combination with sophisticated decision-making systems outperforms manually crafted features [66, 88].

Decision-making

Decision-making systems are used to derive a label describing the specimen under investigation based on the available data. Here, both rule-based systems and ML-approaches are used most often [P1]. Within ML, both supervised and unsupervised approaches are utilized. Rule-based systems typically aggregate the observed information through data preprocessing into a characteristic feature. This feature is then compared to a set of rules, such as a predetermined threshold, to decide whether a certain material is present. In the binary case with only two materials present, typically a single threshold is used [9, 86, 89], while for multiple material classes, ranges are defined for each material [67]. In supervised ML, a classifier is trained to predict the sample’s label based on the available features. Among all reviewed studies, a variety of different models is investigated. These include k-nearest-neighbor (kNN) [90, 91], ANN [92, 93], general Markov models [94], support vector machine (SVM) [79, 95], Bayesian models [96, 97], decision tree (DT) [71], dictionary learning [69, 77], random forest (RF) [70], and logistic regression (LR) [70]. Furthermore, approaches such as one-shot learning are investigated in particular for the application with small-sized datasets [98]. Especially for such data driven approaches, the sampling strategy must be correctly chosen [99].
In unsupervised learning, no distinct labels describing the data are available, but rather the samples need to be grouped into groups of highest similarity, such as similar colors. This can be achieved by using a k-means clustering algorithm to find clusters in existing data. These clusters can consecutively be used as a classifier to assign novel materials to one of the found clusters, see Figure 11. [100]

Rule-based systems are less complex and easy to understand, and are well suited if both materials can be clearly distinguished, such as by an absolute signal difference [9]. When those differences diminish, i.e. when considering tool condition, such rule-based systems were found unsuitable [101]. Comparing the popularity of the investigated decision-making systems, see Figure 10, it can be observed that ML-approaches are used in the majority of all studies. Among these ML-methods, especially ANN, SVM, and kNN are popular choices as they are investigated in a quarter of all studies. However, depending on the available dataset, other algorithms such as boosting [96] or Bayesian approaches [64, 80, 97, 102] outperformed the popular choices. For image analysis in particular, the usage of CNN was found as a promising alternative, slightly outperforming other algorithms while also reducing the data preprocessing effort [66, 103, 104]. When classifying among the different material types of aluminum and steel, Denkena et al. find all investigated algorithms to be suitable, but when evaluating the same algorithms for the detection of two different steel grades, only the kNN algorithm showed acceptable results [65]. Thus, it can be seen that for each dataset a variety of algorithms need to be investigated to find the one most suitable.

Application-specific Trends

Material identification systems are investigated for various applications such as remote operation [71, 94], waste management [67], construction [75],
additive manufacturing [73], and subtractive manufacturing. The major applications in subtractive manufacturing can be found as positive material identification (PMI), monitoring the turning of compound parts [9], and monitoring the drilling of multi-material stacks [89]. Further approaches in subtractive manufacturing are the grinding of compound parts [86] and the milling of woods [84]. In Figure 12, the trends are shown for the most relevant applications of preproces PMI, monitoring turning processes, and monitoring drilling processes.

<table>
<thead>
<tr>
<th>Similarity</th>
<th>Major m.</th>
<th>M. sub-class</th>
<th>Specific m.</th>
<th>M. grade</th>
<th>M. batch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Process monitoring</td>
<td>Offline identification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal</td>
<td>Surface image</td>
<td>Force and torque</td>
<td>Vibration</td>
<td>Miscellaneous</td>
<td></td>
</tr>
<tr>
<td>Feature extraction</td>
<td>Raw data</td>
<td>Statistical features</td>
<td>Feature engineering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision-making</td>
<td>Rule-based system</td>
<td>Supervised ML</td>
<td>Unsupervised ML</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 12: Comparing common approaches for material identification in turning, drilling, and PMI, trends are observed regarding the categories sample similarity, type, signal, feature extraction, and decision-making.

In subtractive manufacturing, material identification is carried out as process monitoring to detect the transition zone from one material to another. [9] propose a method for the identification of steel and aluminum zones in friction welded hybrid workpieces. The cutting force is acquired through a dynamometer and the spindle torque is measured by the NC. Consecutively, monitoring parameters are computed by relating the measured signals to the current material removal rate computed by simulation. They show that once these parameters cross a defined threshold, the material transition happens. [65] investigates cutting forces measured with a dynamometer, current and torque signals from the NC, and acceleration data for the identification of aluminum and steel in hybrid workpieces. The raw signals are preprocessed into various features. To reduce complexity, the joint mutual information method is investigated for feature selection. Out of all features, great importance is especially placed on the cutting force, feed force, passive force, and motor current related to the passive force. All investigated classification approaches, SVM, DT, ANN and kNN are capable of differentiating between the classes no material interaction, steel, and aluminum. In their consecutive study, [83], they further investigate the usage of ANNs for material classification. They find that when training a classifier for one cutting condition the network performs poorly for other points of operation. However, when including the new
parameters in the training dataset, the algorithm is capable of performing well also for novel combinations of those parameters. Comparing the need for the various data sources, they conclude that acceleration sensors or internal machine data alone provide worse results, but together they eliminate the need for dynamometer-based force measurements. In a different scenario, TETI ET AL. investigate the identification of the heat treatment type through acoustic emissions and cutting force data for aluminum alloys [47].

Process monitoring for detecting the transition point from one material to another is a central challenge in the machining of multi-material parts. The identification of the major material groups metal and composites is broadly investigated in regard to aircraft manufacturing as many holes need to be drilled in stacks of metal and carbon fiber reinforced plastics (CFRP) for the subsequent riveting process. As signals, both acoustic emissions [10, 89, 101, 105] and cutting forces [101] are investigated. Even though threshold-based systems can be used for material identification [89], when considering tool degradation, such systems are found to become unsuitable [101].

In industrial applications, the term PMI refers to a variety of spectral methods used typically in handheld devices for non-destructive testing of metal materials to identify the material grade and its chemical composition. These are based on several methods such as laser-induced breakdown spectroscopy (LIBS) [106], X-ray fluorescence (XRF) [107], OES, and fourier transform infrared spectroscopy [108]. In their study, SHER AFGAN ET AL. use a handheld LIBS device to analyze the chemical composition of steel samples with low absolute measurement errors [109]. Additionally, the usage of XRF and LIBS in challenging environments is investigated in [110] for material recycling. It is shown that while industrial available instruments provide information about the chemical composition of various alloys, the data is not reliable enough to meet the requirements for a reporting tool.

2.3 Smart Machine Tools

While the concept of intelligent machine tools is not a novel one [111], the recent advances in information and communication technologies allow for increased smartness of manufacturing systems [112]. There is no central definition of smart manufacturing, but it can be described as “a collection and a paradigm of various technologies that can promote a strategic innovation of the existing manufacturing industry through the convergence of humans, technology, and information” [113]. Key enabling technologies include internet of things (IoT), cyber-physical production systems, big data, artificial intelligence (AI) and ML, cloud computing, and digital twin [114]. In [115] central pillars of smart manufacturing are defined, including man-
UFACTURING technology and processes, materials, and data, while MITTAL ET AL. name context awareness and process parameter adaptability as central characteristics associated with smart manufacturing [116]. The concept of cognitive awareness for machine tools is explained in [117], with adaptive machining [118] as an example of process adaptability. Besides smart manufacturing, intelligent manufacturing, advanced manufacturing, cyber-physical production, cloud manufacturing, and digital manufacturing are other manufacturing paradigms with many similarities [114]. Thus, the desired task of adapting machining processes based on observed material batch characteristics can be considered a step towards smart manufacturing.

When mapping the concepts of smart manufacturing onto machine tool research, similar developments are found. Here, various terms such as Industry 4.0 Machine tool [119], intelligent machine tool [120–122], smart machining system [123, 124], Machine Tool 4.0 [125], Cyber-Physical Machine Tools [126], Smart Machine Tools [127], Smart Machine Tool System [128] and Feeling machine [129] are used. In Figure 13, common building blocks found in most concepts are shown. These consist of physical devices such as the machine tool itself, the cutting tool, and the to-be-machined workpiece. Through the NC or other data acquisition devices, process data can be observed, stored, and analyzed using various algorithms. Cloud computing technologies provide the necessary computational power for big data analytics. Furthermore, human machine interfaces (HMIs) are needed to convey information from the digital world to the machine operators.

![Diagram](image_url)

Figure 13: Generalized and simplified framework of a smart machine tool systems, adapted from [126].
Another trend besides smart machine tools are smart components, such as smart spindles [130], smart feed-drives [131], smart tool holders [132], and smart cutting tools [133]. These components include additional sensors, communication, and computation capabilities to provide detailed data to other smart systems as well as consuming such data themselves to improve their functionality [119].

2.3.1 Sensors and Data in Machine Tools

Sensor systems provide the necessary data needed by process monitoring and process optimization systems for decision-making. The most common sensors are dynamometers, accelerometers, acoustic emissions sensors, and current sensors [134]. Further sensor systems include roughness sensors, thermal cameras, ambient condition sensors, tool probes, and thermocouples [135]. When comparing sensors regarding their costs, intrusive nature and signal reliability, [136] find that while dynamometers are the most reliable they come with highly intrusive nature and increased costs. Using current and power sensors, however, attributes to the least intrusive nature and costs as the sensors are easy to retrofit if not already integrated and available in modern control systems, and are thus suitable for operational use [135].

The drives and spindles in machine tools provide the necessary force for material removal. The drive control power can either be measured using external sensors, or acquired by accessing internal control data [137], as the power measure is internally needed by the machine’s NC for the drive control loop [138]. When using internal signals, the motor itself is used as an indirect sensor of the cutting force, as the motor armature current is proportional to the torque, which itself is proportional to the cutting forces [136]. As the inertia of the motor’s rotor acts as a low-pass filter, there is limited sensing bandwidth, making it hard to observe high-frequency signal components [139].

Besides the current, power, and torque data, typical NC systems provide additional signals, such as the speed as well as the designated and measured position of each axis. Due to the high requirements regarding resolution, photoelectric scanning methods are used most commonly for position measurement [140].

2.3.2 Tool Condition Monitoring Systems

In subtractive manufacturing the production costs and the quality of the produced part rely on the condition of the cutting tool used. While it is important to use cutting tools for their full useful life to save tool costs [141],
severe tool wear needs to be avoided as it might lead to increased costs and decreased product quality [142], or even damage to and breakdown of the machine tool [143]. Furthermore, worn out tools produce parts with low surface quality that might need to be reworked, and invoke opportunity costs due to unproductive machining time during tool replacement [144].

Studies found that cutting tool failures contribute to 20% of a machine’s downtime [143], and between 3% and 12% of the total production costs can be allotted to wear and breakage based tool failures for composite machining [145]. Furthermore, manual tool wear assessment using a toolmaker’s microscope takes place while the tool is resting and can take between 5 and 30 minutes [146].

Thus, TCM systems are needed to monitor the wear of the cutting tool during operation. Thereby, the tool can be used to its full extent, while preventing tool breakage and damage to the workpiece and machine tool [147, 148]. Despite a recent study finding most tool wear inspections still being carried out manually [149], the recent technological advances in hardware development and signal processing [150] justify the intense research done for automated TCM systems.

**Wear mechanisms**

Tool wear can be attributed to four common wear mechanisms: *abrasion*, *adhesion*, *fatigue*, and *oxidation*.

Wear by *abrasion* is a solely mechanical wear mechanism, caused by the intrusion of hard particles or rough workpiece materials [26] in the softer tool surfaces [151, 152]. These particles include microchips, lubricant impurities, precipitants [153], and material inclusions [153]. As a result, microdeformation and micromachining can be observed for ductile materials, and cracks and grooves for brittle materials [152]. While it is not possible to avoid this type of wear mechanism, it is especially common at low feed rates and cutting speeds [151].

*Adhesion* refers to the formation of atomic bonds between metallic homogeneous surfaces due to high local forces [152]. Besides chemical adhesion, there is also mechanical adhesion, caused by mechanical interlocking at high temperatures [154]. With particles permanently adhering to the cutting tool, a material layer is formed on top of the original surface, altering the tool geometry [151], which leads to the wear defect known as BUE [21]. This results in a reduced surface quality and increased flank wear.
Changing mechanical loads cause fatigue at the load-bearing areas of the cutting tool’s surface. Contrarily to other wear mechanisms, fatigue wear has a long incubation phase during which cracks form and spread before they break loose, and the wear phenomena becomes observable. [152, 155] Fatigue wear can be reduced by using specific tool coatings and lubricants [S7].

**Oxidation** refers to the formation of undesired coatings and particles on the cutting tool’s surface. Thereby, the properties of the boundary layer change [26]. Depending on the hardness of the formed particles, tool wear is negatively or positively impacted [154–156]. Furthermore, oxidation can cause a chain reaction of other wear mechanisms, as the formed oxide particles can adhere to or grind on the tool’s surface, causing further adhesion and abrasion wear [152].

**Overview TCM Systems**

TCM systems are typically realized using either direct or indirect observation methods, but there are also approaches combining both through sensor fusion [S4, 157]. KURADA ET AL. define several requirements for a successful tool wear sensor including accurate assessment of the tool condition, no interference with the machining process, contact-freeness, and a fast response [143].

A detailed review of indirect measurement methods can be found in [147, 148]. These methods include the monitoring of burr formation [158], the analysis of chip shapes using a three-dimensional (3D) scanning electron microscope [159], vibrations [160, 161], acoustic emissions [48, 162], power [162], current [160, 163], torque [164], the analysis of surface images [165, 166], or the combination of multiple sensors [167, 168].

While indirect methods are easy to integrate into manufacturing processes, they are prone to noise from the environment, resulting in reduced prediction performance [169, 170]. In contrast, when using direct measurement methods, specifically computer vision, the actual geometric changes of the cutting tool due to wear effects can be measured [143, 171, 172], and contact disturbance is avoided [173]. Due to this, they generally show better detection rates.

Within direct TCM, a variety of different sensors and sensing approaches are investigated. These include charge-coupled devices (CCDs) [174] and complementary metal-oxide-semiconductor (CMOS) [175] cameras, laser scanning confocal microscopy [176], and infrared sensors [177]. While typically a single camera is used, YAMASHINA ET AL. propose a setup of two visual cameras, one having a global view detecting the orientation and position of the tool, the other focusing on the wear region of interest (ROI) [178].
Such approaches are extended to enable not only 2D measurements, but also 3D measurements of the wear defects. This can be achieved by using multiple cameras for stereo vision [179, 180] or by using multiple cameras for computing disparity maps [181]. Instead of using multiple cameras, Szydłowski et al. use a single movable camera, taking images at different focal planes, which are combined to compute a depth map [182]. Other approaches include the usage of white light interferometry [151, 183, 184], coherent light interferometry [185], and knife-edge diffraction interferometry [186, 187]. Besides, the usage of structured light is investigated for reconstructing the 3D shape of wear defects [188, 189]. Similarly, Wang et al. explore a TCM-method of projecting fringe patterns on the cutting tool for 3D reconstruction [190]. The assessment of the wear profile is also investigated by Čerče et al. using laser profile scanners [191], and extend their analysis approach by a finite element stress simulation in [192].

**Components of a direct TCM system**

The typical components of a direct TCM system are shown in Figure 14. The ROI, e.g. the flank of the cutting tool insert or the face of a face-mill, is positioned in front of the image acquisition unit at a known position [175]. Direct artificial illumination, such as light-emitting diode rings [175], or backlighting technology [193] are used for optimized illumination of the ROI. Furthermore, jets of compressed air supplied by an air nozzle are used to clean of remaining chips and lubricants from the tool [194]. The image of the cutting tool is then taken by the respective sensor and processed in a connected processing unit. The computed results can be communicated to the operator using a GUI [195]. As an enhancement, Thakre et al. propose the usage of a known reference body within the image area for automated pixel calibration [196].

![Figure 14: The basic framework of visual TCM systems consists of an image acquisition unit integrated into the machine tool containing a camera, artificial illumination, an air nozzle, a signal processing unit, and a GUI.](image)

While in [197] methods are proposed for quantifying two wear mechanisms, most approaches focus on predicting general wear metrics. The most popular
metrics, as specified in ISO3685, are flank wear width (VB) and crater wear depth. Studies found, however, that especially the flank wear area is an important indicator of the condition of the cutting tool [170, 198, 199]. Furthermore, the centroid of wear [200], burr shape [201], radial wear [170], and diameter wear [170] are used as wear metrics. When using 3D measurement technology, not only the shape of tool wear, but also the depth can be assessed. Thereby, the crater wear depth [180], and subsequently the wear volume [180, 185, 191, 192] can be measured and used as metrics for tool wear.

With the variety of metrics describing the state of wear, FADARE ET AL. propose a combined tool wear index to represent the overall tool condition [200]. A similar approach is proposed by KWON ET AL., suggesting a different tool wear index based on the detected flank wear area for an accurate representation of tool condition [202].

While most approaches focus on flank wear and crater wear, LANZETTA proposes a wear defect classification system with suitable features and decision rules to classify the various defects present in an image [203]. In a more simplified classification system, SUN ET AL. identify the different wear types fracture, BUE, chipping and flank wear [204].

Integration in a Machine Tool Environment

In research settings, cutting tools are typically removed manually from the machine tool for taking the necessary images. As an alternative, jigs are proposed to enable a flexible and easy installation [205].

For operational use, it is necessary to integrate the sensing unit into the machine tool, so that measurements can be taken automatically. This can be achieved by placing the sensing unit so that it faces the typical working region of the tool, e.g. next to the main spindle [174, 204, 206] or above the tool center point [207, 208]. As an alternative, MIAO ET AL. position the camera so that it faces the tool revolver, thus taking images of the cutting tool while it is in its resting position [209]. Besides these static approaches, methods are investigated to position the cutting tool and sensing unit in front of each other. While BAGGA ET AL. mount the sensing unit at a fixed position in the machine tool and move the cutting tool to the sensing unit [175], DAI ET AL. mount the sensing unit on a movable platform, controlled by the NC, which is moved to the cutting tool [170].

In addition to the physical integration, the logical integration needs to be discussed as well. GARCÍA-ORDÁS ET AL. consider their approach an online approach, as no intervention for extracting the tool inserts from the toolholder is needed [144]. More differentiated, ZHANG ET AL. define a real-time mode
and an *in-process* mode of online measurement. In the real-time mode, image acquisition needs to take place during operation without stopping the machine tool, while the in-process mode takes images when the cutting process is halted [210]. For real-time measurement, WANG ET AL. propose a measurement system acquiring images during spindle rotation [211]. Similar approaches are presented in [212, 213], which have the cutting tool slowly rotate in-front of the image acquisition unit. However, all approaches are not true real-time, as no cutting operation takes place during measurement. Thus, most approach can actually be categorized as in-process measurement.

For the integration into the machining process, static or dynamic triggers are used. In [214], the cutting process is interrupted at regular intervals for image acquisition. For a more flexible approach, YANG ET AL. integrate the camera control into the programmable logic controller (PLC), thus allowing flexible triggering [206]. A similar idea of automated cooperation between the TCM system and the machine tool’s control is proposed in [170]. As an alternative to online measurements during the machining phase, RUITAO PENG ET AL. integrate the image acquisition phase at the end of every cutting operation [174] and MOLDOVAN ET AL. suggest taking images once the tool is placed back in the magazine [215].

**Image Analysis Methods**

Early works of visual tool inspection can be found by GIUSTI ET AL., using cameras for flank and crater wear analysis [216, 217]. The typical steps for image processing include “image enhancement, image segmentation, breakage detection and tool wear parameter derivation” [143].

Initial preprocessing steps such as filtering and morphological operations are typically carried out to remove image noise [207, 208]. Furthermore, through image processing the effects of chips and cutting fluids can be cut down [181]. Especially the usage of *morphological component analysis* has been investigated to decompose a cutting tool image into background, noise, and object of interest, thereby allowing the noise and background effects to be filtered out [199, 218].

The approaches for deducing the tool condition from wear images are manifold; however, many use image processing techniques to produce binary images for tool condition analysis [219]. A common procedure is to use a defined gray-level threshold to segment out areas of interest, such as the flank wear region. Here, SUN ET AL. investigate defect-specific thresholds, so that different types of wear can be identified [204]. These regions can then be converted to wear metrics by pixel counting [220] or the average wear width.
by averaging the width of the detected wear area at multiple positions [196]. Another approach is presented by Castejón et al., using the segmented flank wear region to compute several descriptors, such as the eccentricity, the extent, and the solidity, which are analyzed using a finite mixture model approach to classify the tool condition as low wear, medium wear, or high wear [221]. For thresholding, especially the usage of Otsu’s method, allowing automatic image thresholding, is commonly investigated [173, 222–224]. Ong et al. combine such a segmentation procedure with the measured surface roughness and the current cutting conditions to predict the tool wear degree using an ANN [224].

In [225], a procedure is proposed for the extraction of wear profiles in drilling, which consists of a threshold-based image segmentation step combined with edge detection for refinement, allowing for sub-pixel accuracy. Similar procedures are presented in [175, 194], while in [173] the usage of Zernike moments is investigated for sub-pixel edge detection.

As an alternative, edge detection methods are used for finding the wear area [198, 226–228]. While needing manual corrections, Kwon et al. use the wear area segmented in such a way to develop a novel tool wear index representing the condition of the tool [202]. In [229], the drill edges are segmented by edge detection, allowing for the computation of the deviation from linearity metric, which is a well-suited indicator of drill wear. An approach combining Hough transform and edge detection for finding the wear area is proposed in [233], subsequently integrating Otsu’s method-based thresholding for analyzing multiple views of the cutting tool with view-specific procedures [230]. The combination of contour-based and threshold-based segmentation for drilling is investigated in [231]. For edge detection, especially the usage of Sobel filter [223, 232], Canny edge detection [223, 229], statistical filtering [233], and moment invariance [234] are researched.

Texture-based segmentation approaches for wear segmentation are proposed in [235, 236]. A more complex approach is proposed by García-Ordás et al. The cutting edge is extracted from the cutting tool image and divided into multiple subregions. For each of these regions, texture descriptors based on Local Binary Pattern are computed, which are classified by an SVM to decide whether the cutting tool can be used further. [144]

Another method for segmenting the wear area is region growing. Such an approach can be found in [237] using the segmented image to compute several descriptors based on statistical moments for wear classification. Zhu et al. combine region growing with morphological component analysis to segment the wear area, producing rotation-invariant features [199]. In [174], a procedure to compute flank wear width and flank wear area is proposed.
combining Hough transform for the horizontal orientation of the cutting edge, region growing, and Canny edge detection.

Besides these primary methods, a variety of other approaches exist. These include the usage of Markov Random Fields for tool wear segmentation [238, 239], Bayesian Inference for recreating the original cutting boundary [149], adaptive connecting domain labeling for wear segmentation [240], and the usage of a statistical shape model [241].

While the segmented images can be used for the direct assessment of flank wear metrics by the means of pixel counting, a different group of approaches extracts features from raw or segmented images, which are used to deduce the wear state by a classifier. CHETHAN ET AL. show this procedure using preprocessing and segmentation steps for computing a binary image, which is used to extract three features that are used to decide whether a tool is worn out or serviceable [242]. Further features are proposed in [200]. In their study, GARCÍA-ORDÁS ET AL. investigate several contour descriptors. The authors extend their procedure by including shape descriptors and texture descriptors in their consecutive publications [144, 243]. Contour signatures are also investigated in [244]. Another approach is presented in [245] and [246] using active contour models to extract image features. Comparing several descriptors, CASTEJÓN ET AL. find the eccentricity, extent, and solidity to carry the most information [221], BARREIRO ET AL. achieve the best results using Hu and Legendre descriptors [247], and ALEGRE ET AL. get the least errors using Zernike and Legendre descriptors [237]. Furthermore, in [248] a method is proposed using edge-labeling graph neural networks for tool condition classification, which utilizes an embedding network to extract features from the original images. The authors state that this method showed promising results, especially for small-sized datasets.

Another research direction is the incorporation of reference images to derive the tool condition. Thereby, the data from an unworn tool is used as a reference and compared to the actual image acquired during machining [184]. As it is essential to realign the worn images with the reference images taken before operation, image registration techniques are researched [249, 250]. Therefore, it is possible to overlay both images and find the difference. SAWANGSRI ET AL. develop such a system by finding the tool pixels in both the reference image and the current image, stating that the difference of both is a suitable indicator for the occurred wear [219]. A similar approach is shown for drilling in [251]. The wear area is also analyzed by ZHANG ET AL. in such a procedure, finding the tool tip before performing column scanning [210]. Besides subtracting both images from each other, cross-correlation technology is investigated to compare fresh and worn tools [186, 187]. By using this method,
FONG ET AL. compute the similarity between both images, measuring the relative displacement, which serves as an indicator for wear degree [195]. They suggest that the correlation pattern contains information indicating the different types and sizes of wear defects [195]. Further approaches of including reference images are proposed, comparing the pixel distributions of both images [252], as well as matching the numbers of pixels found [253].

Besides analyzing a single image or comparing the current image to a reference image, PFEIFER ET AL. propose a method of taking a series of images at varying illumination settings, which allows effective contour filtering [254]. A method combining both successive image analysis and the usage of a reference image is proposed in [211], and LINS ET AL. present an in-process TCM system for analyzing image sequences taken during operation [213].

The reviews by REHORN ET AL. and SIDDHPURA ET AL. find that ML-methods are receiving increased attention in TCM research [147, 255]. Early approaches date back to 1994, investigating the usage of ANN for remaining useful life prediction by analyzing image data, material hardness, machinability, and cutting conditions [256].

Within the general scope of ML, unsupervised clustering methods, such as k-means clustering, are investigated by FERNÁNDEZ-ROBLES ET AL. to identify clusters of worn regions [223, 230]. Supervised classifiers are mostly used to classify tools as worn based on features extracted from preprocessed tool wear images. This is shown in [244, 257] using a kNN, by GARCÍA-ORDÁS ET AL. using an SVM [144], or by YANG ET AL. using fuzzy statistical learning [206].

However, most approaches are focusing on the usage of ANNs [147]. YANG ET AL. use a mathematical tool model for feature extraction and neural network training, allowing for the classification of 15 types of abnormalities [258]. In the study [215], the authors compared both the direct image analysis using an ANN and the analysis of calculated image features by ANN, with the latter achieving better results. Other approaches of ANNs for tool wear classification can be found in [214] and [257]. A further procedure is proposed by D’ADONNA ET AL., combining an ANN with molecular biology inspired genetic approach to predict tool wear based on features extracted from segmented images [201, 259].

Specific types of ANNs investigated for tool wear detection include edge-labeling graph neural networks [248], pulse-coupled neural networks [260], wavelet neural network [224], and CNNs [212, 261]. In their study, MAREI ET AL. further investigate the pretraining of networks on unrelated datasets, transferring the learned knowledge to the tool wear identification problem [261].
For the task of not only identifying the state of the cutting tool, but also to segment the current shape of the wear region, specific segmentation networks are researched, which yield a mask of the desired area of interest. MIKOŁA-JCZYK ET AL. suggest the usage of a single category-based classifier type neural network for the segmentation of the flank wear region [262]. The same authors extend their approach by a second ANN to predict the remaining tool life under constant cutting conditions [263]. Another approach can be found by BERGS ET AL. using the popular U-Net architecture for image segmentation. They find that training separate models for each type of cutting tool investigated might be beneficial over training a generic model for all types of cutting tools. [264] Furthermore, they extend their work by integrating a rule-based wear metric calculation to derive wear metrics from the segmented images [265]. The approach of using U-Net is further investigated by MIAO ET AL., proposing the incorporation of deep supervised learning to address the problem of small sample sizes as well as the usage of Matthews correlation coefficient loss to address the problem of data imbalance [209]. Similarly, U-Net is used for not only the identification of flank wear, but also the defects chipping and BUE in [266], further enhancing the classification approach by an uncertainty assessment enabling a human oracle to annotate low-quality predictions. Another novel segmentation method is proposed by REN ET AL., combining active, incremental fine-tuning, the SegNet architecture, and conditional random fields. They also use model pretraining on large datasets, such as the publicly available ImageNet dataset [268], with consecutive adaptation to the relevant, small-sized TCM dataset. Thereby, training speed and memory consumption can be reduced. [267]

Model Adaptation

Especially with the rise of ML for decision-making in TCM, attention has to be given to the necessary model training, as many approaches require annotated training data. The required effort for training data generation further increases when training many application-specific models, rather than a single generic model, which is found to produce more accurate results in [264].

As a solution, transfer learning is proposed [261, 267], pretraining the respective models on an unrelated dataset, thereby reducing the number of annotated images from the target application. Another approach is the adaptation of existing training data between applications, known as domain adaptation. Such approaches have been investigated for indirect sensing approaches. LIU ET AL. use adversarial discriminative domain adaptation for knowledge transfer from a pretrained network of one cutting tool to a new
domain with a different cutting tool [269]. A similar methodology is applied by ZHAO ET AL. to vibration data [270].

2.3.3 Distributed Logic Execution

Cloud computing can be considered a new computing paradigm [271] that shares similarities of time-sharing computers from over 60 years ago [272]. The term cloud refers to the ubiquitous availability and accessibility of computing capabilities through the internet [273, 274]. Through cloud computing, hardware and software services are virtualized and rented out to customers [275]. Central aspects include the on-demand service provisioning, an infinite resource pool, a guarantee of service quality, no need for up-front commitment, as well as increased availability, scalability, and flexibility [271, 276]. The provided services can be grouped in categories such as Infrastructure as a Service, Platform as a Service, and Software as a Service [277]. While public clouds provide cloud services on pay-per-use basis to customers, private clouds refer to internal data centers [276]. Therefore, customers have access to a large amount of computing power at reduced costs [278]. In their study regarding cloud computing adoption among the manufacturing industry, OLIVEIRA ET AL. find that these cost savings are one of the major drivers for using cloud technology [279]. One challenge, however, is the delay caused from data generation to decision-making and execution when using cloud systems [280].

With increased data volume and increased cloud computing capabilities, the data transportation speed has become a bottleneck for cloud computing [281]. Thus, edge computing emerged, also known as cloudlets [282], fog computing [283] or mobile computing [284], which aims at computational data, applications, and services to be executed at the edge of a network rather than cloud servers [285]. Thereby, edge computing takes place in between local IoT services and cloud computing for both upstream and downstream data [286]. For the integration of edge computing in manufacturing, CHEN ET AL. propose the integration on either equipment level, control level, or workshop level, enabling intelligent services to be executed close to the manufacturing unit while meeting key requirements [287]. Similar to cloud computing, edge computing devices can run arbitrary code, typically using isolation technologies, such as virtual machines or containers [288]. General advantages of edge computing are reduced network bandwidth consumption [275], low latency [289], the resulting shorter response times [281], proximity to the user [286], and better reliability [281]. In contrast to cloud computing, edge computing has local computing devices and a reduced chance of data en-route attacks while having a more limited scope and less scalability [285].
Both cloud computing and edge computing technologies can be combined for the usage in the manufacturing domain. Such systems can be separated into a physical layer containing the hardware, such as sensors and actuators, a cyber layer, which handles data preprocessing, data storage and decision-making for both edge and cloud computing, and an application layer, which includes the actual data-driven applications [290, 291]. VATER ET AL. conduct expert interviews to derive requirements and potential solutions for an information technology architecture following the main requirements of production process control and model recalculation for adaptations throughout time. They find both the usage of HMI and service-based architectures as promising solutions and propose a reference architecture that leverages cloud computing for model recalculation as well as long-term data storage and edge computing for the storage of operationally needed data (see Figure 15). [292] The interaction between edge and cloud computing is investigated by LIU ET AL., proposing an orchestration with four different types of processing logic: sole cloud computing, sole edge computing, cloud computing to edge computing, and edge computing to cloud computing [290]. LOU ET AL. propose such a cloud edge collaboration system. The cloud system is used for data storage, big data analysis, and model algorithm optimization, while the edge device focuses on data fusion tasks, logic control, as well as the execution of lightweight model algorithms. For the model execution on edge devices, [293] show that edge devices provide sufficient computational resources for the inference of deep neural networks, naming the technologies of kernel pruning and weight quantization for further model complexity reduction.

Figure 15: Collaboration of cloud and edge computing systems, modified from [292].

Among the technologies of cloud computing, edge computing, and IoT, the paradigm of service-oriented architectures [294] receives increased atten-
tion. Reviewing recent studies on service-oriented architectures, NIKNEJAD ET AL. find that while there is no clear definition, most authors agree that service-oriented architectures “can be defined as an architectural concept that promotes loose coupling, reusability, interoperability, agility, and efficiency, with a focus on breaking each business process into smaller blocks of tasks and functions such as services” [295]. Thereby, monolithic systems can be broken up into a network of many distributed and interconnected services [296]. These services can be designed using microservices, which are light-weight entities performing specific tasks [297]. Combining multiple such specialized microservices, specific functionalities of an application can be realized. In [296], a holistic service architecture is proposed for such a decomposition of software-based industrial services. Applications of this concept can be found both for process optimization in maintenance [298] as well as engineering configurators [299, 300].

2.4 Data-driven Decision-Making

In their review, TETI ET AL. name the sequence of central activities for process monitoring in machining as firstly, sensorial perception of process variables, secondly, data processing and feature extraction, thirdly, cognitive decision-making, and lastly, action [138]. With sensorial perception discussed in the previous sections, this section focuses on the data processing and feature extraction (Section 2.4.1) as well as the cognitive decision-making (Sections 2.4.2, 2.4.3, and 2.4.4). For data analysis and decision-making ML in particular has become a popular technology in industrial applications [P2], as the bottleneck of expertise-based, hand-crafted features is removed when using ML instead of traditional feature-based approaches [301]. With the high sensor integration and large data volume, especially machining processes are a promising technology to be further optimized using ML-methods [302].

2.4.1 Feature Extraction and Selection

Initially, analog signal filtering can take place. Consecutively, digital filtering and data cleaning is carried out to reduce noise and improve the signal quality. Based on the cleaned signal, the segments of interest are selected during segmentation, discarding the remaining signal parts. These segments are used for feature generation, including a preprocessing step, and the following selection of the most relevant feature set. [136, 303] These steps of data preparation are of great importance due to the impurity of real-world data and the improvement in pattern quality [304].
Standardization is a common data preprocessing method applied to multiscale data for data normalization [303]. In standardization, the distribution of a feature \( X \) is scaled to a standard distribution with a mean of zero and a variance of one (Equation 6), which is supposed to improve model training [305] as the imbalance of features spanning large value ranges can be compensated.

\[
X'_i = \frac{X_i - \mu}{\sigma}
\]  

(6)

When working with categorical values, such as batches \( \mathcal{B}_1, \mathcal{B}_2, \) and \( \mathcal{B}_3 \), encoding needs to be carried out during data preprocessing. In one-hot encoding, categorical variables are converted to binary representations such that each category is represented by a specific bit (see Table 2).

Table 2: Using the one-hot encoding method, the binary representation of batch \( \mathcal{B}_1 \) can be found as \( \langle 1, 0, 0 \rangle \).

<table>
<thead>
<tr>
<th>Categorical value</th>
<th>Binary representation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bit ( \mathcal{B}_1 )</td>
</tr>
<tr>
<td>Batch ( \mathcal{B}_1 )</td>
<td>1</td>
</tr>
<tr>
<td>Batch ( \mathcal{B}_3 )</td>
<td>0</td>
</tr>
</tbody>
</table>

Further preprocessing steps might be necessary when dealing with multivariate data. These include data alignment strategies for aligning data points from sensors with different sampling rates, as well as dimensionality reduction methods to reduce the complexity of a dataset.

Simple approaches for aligning one signal to another include interpolation, resampling, and signal stretching. When both signals are aligned in general but sample data points at different times, interpolation methods [306] can be used to find the expected values of the first signal at the sample times of the second signal. Resampling refers to an alignment procedure of two time series with different frequencies. Here, the objective is to adjust the data points of both signals to a common frequency using interpolation methods to fill in gaps. In signal stretching, the timestamps of one signal are scaled linearly to match the timestamps of the other signal. Such methods work well only when considering simple and linearly scaled time series without noise [S8]. Thus, non-linear approaches for data alignment are researched. These include methods such as dynamic time warping (DTW) [307], DTW Barycenter Averaging [308], and Diffeomorphic Temporal Alignment Nets [309].
Given two sequences $a$ and $b$ with respective lengths $n$ and $m$, the DTW method can be used to find best alignment by computing the $n \times m$ matrix $M$, with each element $M_{i,j}$ corresponding to the squared distance of $a_i$ and $b_j$ as:

$$M_{i,j} = (a_i - b_j)^2$$  \hspace{1cm} (7)

The optimal alignment between both sequences can now be found as the path through the matrix $M$ that minimizes the total aggregated distance. \cite{310}

With the preprocessed and aligned sensor signals, features can be extracted from the time series signals, describing relevant information in regard to the desired prediction target. Common features in machining include the arithmetic mean and average value, variance, skewness, and kurtosis. Further features include the signal magnitude, signal power, peak-to-peak amplitude, crest factor, and signal ratios. \cite{138} Furthermore, feature engineering describes the procedure of creating custom features, characteristic for a given problem, by combining original features through transformation functions based on domain expertise \cite{311}.

Based on the number of signals and feature extractions, the resulting number of features can be rather large. Among these, it is likely that only a few contain the majority of the information. As model training becomes more challenging with higher amounts of features \cite{312}, it is thus advised to select a subset of the most important features. Feature selection methods include the computation of an importance metric for each feature, selecting the $n$ most important, or the usage of greedy methods for selecting a subset of $n$ features that together have the best prediction results. For feature importance calculation, metrics such as the Pearson correlation coefficient between feature and response variable \cite{313}, the coefficient of determination \cite{314}, the statistical overlap factor \cite{315}, or joint mutual information \cite{65} exist. Furthermore, one can train a surrogate model that allows the assessment of feature importance and uses these for feature selection \cite{305}. To find the best subset of features one can differentiate between the two iterative procedures forward selection and backward elimination. In forward selection, a feature search starts with an empty set of features, adding the feature that brings the most information to the set each iteration. Contrarily, in backward elimination the process is started with all features and the feature with the least information gain is removed each iteration. \cite{316}

As an alternative to feature selection, dimensionality reduction methods can be used to transform “high-dimensional data into a meaningful representation of reduced dimensionality” \cite{317}, thereby reducing complexity, increasing computational efficiency, and improving accuracy. Popular methods include
singular value decomposition [318] and principle component analysis [319]. More recently, Van der Maaten et al. proposed the t-SNE method for 2D or 3D visualization of high-dimensional data [320].

2.4.2 Machine Learning Fundamentals

AI refers to the intelligence of machines by perceiving their environment and taking actions to optimize a specified goal [321]. As a field of AI, ML describes methods through which computers can learn patterns in data without explicit programming [322].

Categorization of Learning Task

Within the area of ML, one can differentiate between supervised learning, unsupervised learning, and reinforcement learning. In supervised learning, algorithms are trained with sets of feature vectors and the respective target values, with the goal of finding the mapping between both. This mapping can then be used to predict the expected outputs for unseen data [323]. In unsupervised learning there is no target data. It is rather the job of the algorithm to find patterns within the provided data [324]. Finally, reinforcement learning is characterized by an agent taking actions in an environment in order to maximize a specific reward. Through this, the agent has to explore novel actions and thereby learns which actions lead to the highest rewards for each situation faced [325].

ML-problems can be grouped based on the learning task. In classification tasks, the objective is to classify samples as one of many distinct categories. Contrarily, regression problems aim at predicting a continuous response variable based on the input data. Segmentation tasks are mostly seen in image data but can also be applied to time series data. Segmentation describes the challenge of associating every pixel of an image or value of a time series with its respective meaning. In novelty detection, the target is to identify novel samples that are outside the expected distribution of the data, also known as outliers. This can be achieved by training the algorithm with data only from the expected distribution. Domain adaptation refers to the task of adapting data from one domain to another, which proves useful for efficient model training. A further task is metric learning, which aims at computing a metric indicating the similarity of two samples [326]. Finally, active learning follows the idea of the ML-algorithm learning from fewer, but more significant samples, needing an information source, such as a human, for labeling relevant, but so far unlabeled, data [327].
2.4 Data-driven Decision-Making

Algorithms

Due to the large number of algorithms and methods proposed for ML, a comprehensive review is not feasible within this study. Instead, the main concepts used in this work are introduced briefly.

One of the most basic ML-algorithms are decision trees [328], which are sequential models. Each sequence consists of a simple test, such as the comparison of a feature value to a predefined threshold, for splitting the search space. This procedure is repeated recursively, until a terminal node, also known as a leaf node, is reached. A greedy search algorithm is used to find the best split at each node. [329] The best split is defined as the combination of splitting feature and splitting value that maximizes the purity of the two resulting subsets. For regression trees, the squared-error metric is used as node impurity measure, whereas classification trees utilize the misclassification error, Gini index, or cross-entropy as an impurity measure. [330] Popular decision tree algorithms are C4.5 [331] and CART [332].

Besides using a single classifier, the usage of multiple classifiers, such as bagging and boosting approaches are found to be successful. The central idea of using multiple classifiers, also known as ensembles, is that many weak classifiers can outperform a single, highly-optimized classifier [333]. In bagging, an ensemble of identical classifiers is built using different subsets of the training data [334]. Building on the idea of bagging, random forest (RF) adds algorithm randomization by learning many different base-level classifiers [335], which is considered one of the best performing ensemble classifiers [329]. Similar to bagging, boosting approaches also train several identical model instances on different training data subsets. However, instead of a random subset selection, the performance of the learning algorithm is tracked, and further subsets are drawn favoring inaccurately learned instances. [336] Methods utilizing boosting are AdaBoost [336], XGBoost [337], and Boosted Regression Trees [338].

For the task of novelty detection LIU ET AL. propose isolation forests, a specific variation of decision tree ensembles. While traditional novelty detection methods focus mostly on normal instance profiling, isolation forests isolate anomalies. This is achieved using the two main properties of anomalies: the fact that they are in the minority and that they are very different from normal data. Therefore, when constructing decision trees that isolate every instance, anomalies are found closer to the tree root than normal data on average. [339]

SVMs are based on the theories proposed by VAPNIK ET AL. [340]. For given input data and class labels, a hyperplane is determined that best separates the data. This boundary is placed and oriented between the two classes in such a
fashion that the margin among the closest samples of each class is maximized. These closest samples are called support vectors. For non-linear classification tasks, kernel functions can be applied. [341] Thereby, the data is mapped into a higher dimensional space with the goal of finding an optimal hyperplane for data separation in that space. Common kernel functions include the linear kernel, the polynomial kernel, and the rbf kernel. [342]

As a specific type of SVM, One-Class SVMs are used for novelty and anomaly detection. To do this, the underlying distribution of the normal data is modeled [343]. This can be achieved by finding the boundary around the dataset, which can be described by the trained SVM’s support vectors [344].

The kNN algorithm is a memory-based classifier that requires no trained model. Given a query point \( x_0 \), the \( k \) closest points to \( x_0 \) from memory are selected and used to classify \( x_0 \) using majority voting of the \( k \) neighbors found. As data might be from different magnitudes, a prior data standardization is suggested. [330] For the central aspect of distance calculation, a variety of metrics can be used, including: Euclidean distance, Chebychev distance, city block distance, correlation distance, cosine distance, Mahalanobis distance, and Spearman distance [345].

The evidence accumulation clustering algorithm allows for the detection of several clusters without the need for prior specification of the expected number of clusters. To do this, a large number of rather compact clusters are computed initially, using a k-means clustering [346]. This procedure is repeated multiple times with random cluster initializations. Subsequently, a voting procedure is used to find the most popular cluster association of each sample among the different random initializations. The resulting co-association matrix is evaluated by a minimum spanning tree algorithm [347] to recover natural clusters. [348]

ANNs, specifically feedforward neural networks or multilayer perceptrons, are used to approximate a function \( f' \) by finding a mapping \( y = f(x; \theta) \) with \( \theta \) being the set of learned parameters. In feedforward neural networks, there is no information feedback within the model as can be seen in recurrent neural networks. The network structure is represented by the sequential application of many functions, such that \( f(x) = f^{(3)}(f^{(2)}(f^{(1)}(x))) \) when considering a three layer network. Here, the length of the chain corresponds to the depth of the network. The last layer is called the output layer while the remaining layers are called hidden layers. The width of each layer is defined by the number of respective units, or neurons, processing the information of
the previous layer in parallel. [349] Given the input values \( x_i \), their respective weights \( w_i \), and bias \( b \), the output of each unit can be found as:

\[
h(x) = \sum_{i=1}^{n} w_i x_i + b
\]  

(8)

Then, an activation function \( \varphi(h) \) is applied to the calculated sum to derive the output of that neuron [350]. Thereby, nonlinear functions can be approximated [330]. Common activation functions include sigmoid (Equation 9) and rectified linear unit (ReLU) (Equation 10), among others [350].

\[
\text{sigmoid } \varphi(h) = \frac{1}{1 + e^{-h}}
\]  

(9)

\[
\text{ReLU } \varphi(h) = \begin{cases} 
    h, & h > 0 \\
    0, & h \leq 0
\end{cases}
\]  

(10)

ANNs can be trained using backpropagation to adjust the weights and bias according to the observed training data. To do this, an error rate, also known as cost function, is computed, judging the prediction of the network based on the ground truth label. The computed error is then cascaded backwards throughout the network, adjusting the weights such that the error rates would decrease in consecutive runs. To do this, optimizers such as gradient descent or Adam [351] can be used to find the best adjustments of weights and bias per neuron.

Model Lifecycle

Throughout the lifecycle of an ML-model, different phases exist. These phases are formalized as the CRISP-ML(Q) process model by Studer et al., expanding the established data mining process model CRISP-DM [353] to ML-applications. The sequential steps of the CRISP-ML(Q) model are modeling, evaluation, deployment, and monitoring and maintenance. [352]

Initially, training data needs to be generated. This involves the acquisition of data and the subsequent annotation to enable supervised learning. While for time series classification this involves the assignment of a single label, in semantic image segmentation images need to be annotated pixel-wise. To reduce annotation efforts, weak supervision approaches, which include point clicks [354], bounding boxes [355], and scribbles [356] are researched for creating segmentation masks, however, while these approaches require less human effort they were found to yield reduced prediction accuracies.
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compared to conventionally annotated images [357]. A more sophisticated procedure is proposed in [358], requiring the user to annotate the images initially with bounding boxes, then automatically converting these into pixel-wise annotations, and finally tasking the user to correct faulty predictions through corrective clicks. Another approach is presented by BRAGANTINI ET AL., dividing each image into subregions, which are subsequently embedded using deep metric learning. Then, the user is shown the representation of the data in the metric space and tasked to assign class labels to the observable clusters which can be applied to all corresponding subregions in the original image space. [359] Thus, using such methods the generation of training data can be made more efficient.

With annotated training data available, a model has to be selected and trained to satisfy the respective constraints and requirements. As there is no model that fits best for all problems [360], model selection needs to be done in relation to the available data. Besides selecting the type of model, model-specific hyperparameters can be adjusted to adapt the respective model towards the data [361]. This procedure of finding the best instance of a model is known as hyperparameter optimization. Methods for finding optimized hyperparameters include grid search (sampling every specified parameter combination), random search (sampling random configurations from defined space) [362], Bayesian optimization [363], and genetic algorithms [364]. [352]

As an alternative, automated machine learning (AutoML) [364] and neural architecture search [365] are recent trends in ML, which provide automated frameworks for model selection and hyperparameter optimization and ANN architecture optimization. Using such frameworks, the user needs to formulate the general learning task and provide the required data while the framework handles model selection, optimization, and training, returning a fitted model for inference. Comparing a variety of AutoML tools, EBADI ET AL. find that these are useful but can not replace all human input [366].

In the evaluation phase, the performance of the trained model is validated using a testing dataset, which is a subset of the available data that is not being used for training or hyperparameter optimization. Once trained and validated, the model can then be deployed for operational use. Therefore, hardware needs to be selected that fulfills the computational requirements of model inference. In the final monitoring and maintenance phase, the prediction performance of the model is monitored throughout time. Model updating through retraining can be carried out if a divergence is noticed or if the model needs to be operated outside the conditions it was trained on. [352]
2.4.3 Neural Network Architectures for Image Processing

Especially for the area of image processing, CNNs have become a promising alternative. CNN architectures typically consist of two parts: an initial convolutional part and a subsequent fully connected part. In the convolutional part, alternating convolution and pooling layers are used which detect translation invariant features, while the fully connected part uses the detected features as inputs for predicting the desired response variable. [367] In convolution layers, trainable kernels, with small spatial dimensionality but spanning the full depth of the input, are iterated over the input data to compute feature maps. Thereby, the trainable parameters are reduced significantly as only the kernel values are trained, and no individual weights are assigned as in fully-connected layers. [368] Here more sophisticated features can be recognized when using a sequence of such convolution layers. In pooling or sub-sampling layers, the complexity for further layers is reduced. This is achieved by dividing the image into subregions and computing a value for each region such as the maximum or average value. [369]

Image Segmentation Networks

For image segmentation tasks, specific types of CNNs emerged that predict not a single class, but a semantic label mask, which contains information about the class membership of each input pixel. These architectures typically consist of an encoder-decoder architecture.

The U-Net model was proposed for small-sized datasets such as seen in biomedical imaging and is named after its U-shape. The network contains an encoder part and a symmetric decoder part, with skip connections, which concatenate entire feature maps from the encoder part to the upsampled data of the decoder part. Thereby, context information is obtained, improving the localization of high-resolution features. [370] Based on the original U-Net architecture, several extended networks such as U-Net++ [371] and attention U-Net [372] are proposed.

The LinkNet architecture was developed with a light-weight structure for usage in mobile devices and real-time segmentation. Therefore, its encoder uses the ResNet18 architecture [373] with fewer parameters than other segmentation approaches. The novel encoder-decoder architecture incorporates spatial information from the encoder directly into the decoder. Thereby, accuracy and computational performance are increased. [374]

The PSPNet architecture is a novel architecture containing a pyramid pooling module for better utilization of global scene information. The usage of context information in deep neural networks is indicated by the size of the
receptive field, which is found to be smaller than theoretically assumed for CNNs, especially for high-level layers [375]. Thus, ZHAO ET AL. propose the usage of a hierarchical global prior, which contains information at different scales and different subregions, known as the pyramid pooling module. In their proposed architecture, a ResNet model [373] is used to generate the feature map that is analyzed by the proposed module consisting of four different pyramid scales. Each scale is analyzed individually, and the results are upsampled to the original feature map size using bilinear interpolation and combined as global prior. This prior is concatenated to the original feature map and analyzed by a subsequent convolution layer. Thereby, the final feature map is generated, which leverages contextual information obtained at different scales. [376]

DeepLabv3 uses atrous convolution [377] for the extraction of dense feature maps. Through different atrous rates, sampling rates, and field-of-views, multiscale information is encoded. [378] This approach is extended as the DeepLabv3+ architecture, which combines the advantages of spatial pyramid pooling and encoder-decoder methods. To achieve this, an encoder-decoder architecture is used with a simple decoder module and original DeepLabv3 model as the encoder module. The features generated by the encoder are bilinear upsampled by a factor of four and concatenated with the respective low-level features from the encoder layer at the same resolution. These low-level features are flattened using a 1x1 convolution. Subsequently, 3x3 convolutions are carried out before another bilinear upsample of a factor of four to derive the segmentation result. [379]

Generative Adversarial Networks

Generative adversarial networks (GANs) were first introduced by GOODFELLOW ET AL. for data generation and can be used to generate artificial data for training subsequent ML-models [381]. They consist of a generator model $G$ with the goal of capturing the data distribution to generate synthetic data and a discriminator model $D$, which estimates the probability of a sample being generated by $G$ or from the training dataset. Thereby, both algorithms are trained in parallel as a $min$-$max$ game, leading to the generator generating better data and the discriminator getting better at finding generated samples. When using multilayer perceptron networks for $G$ and $D$, backpropagation can be used for training. [380]

While GANs allow the generation of synthetic data, there is no control of which type of data is generated. When desiring the creation of specific type of data, such as images corresponding to a specific class label, the model can be conditioned with such additional information to steer the data generation
process. This is achieved in conditional generative adversarial networks (cGANs), using extra information, such as the class label, as an additional input for both the generator and the discriminator model. [382] In *image-to-image* translation, the objective is the translation of one image representation (source) to another (target). This translation can be learned using cGANs. To do so, the generator is fed with the source images instead of random noise, while the discriminator needs to distinguish between target images and the generated images. [383]

The **pix2pix** architecture is such an image-to-image translation network using GANs in a conditional setting. The generator and discriminator architectures are based on [384] using modules of type `convolution-BatchNorm-Relu` [385]. In general, to avoid the single bottleneck layer of traditional encoder-decoder networks, a U-Net-based structure with skip connections is used for the generator. Furthermore, the discriminator is designed such that only patch-scale structures are penalized. [383] As an extension, WANG ET AL. propose the **pix2pixHD** architecture for the translation of high-resolution images, featuring a novel adversarial loss as well as optimized multiscale generator and discriminator architectures. For the generator functionality, two subnetworks are used: the global generator network $G_1$ and the local enhancer network $G_2$, both operating at different image resolutions. During training, $G_1$ is trained first, followed by $G_2$ and a final fine-tuning step of both networks together. As discriminator, three identical sub-discriminators $D_1$, $D_2$, and $D_3$ are used, which analyze the image at the original scale ($D_1$) as well as downsampled by a factor of two ($D_2$) and four ($D_3$). Thereby, both the generation of globally consistent images and creation of fine details can be achieved. [386]

### 2.4.4 Performance Evaluation

Performance metrics are used to evaluate the prediction performance of the respective model. Based on the learning task, different types of metrics are commonly used.

Given the number of true positives ($TP$), false positives ($FP$), false negatives ($FN$), and true negatives ($TN$), classification metrics for binary classifications can be computed. These include the *accuracy*, *recall*, *precision*, and *F1 score*.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \tag{11}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{12}
\]
\[
\text{Precision} = \frac{TP}{TP + FP} \tag{13}
\]

\[
\text{F1 Score} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \tag{14}
\]

For image segmentation the prediction of each pixel is classified as \(TP\), \(FP\), \(FN\), or \(TN\). Thereby, the \textit{pixel-wise accuracy} can be computed as shown in Equation (11). As the pixel-wise accuracy is not robust regarding imbalanced datasets, the \textit{IoU} and \textit{mIoU} scores are more commonly used in image segmentation [387]. The \textit{IoU} score of class \(i\) is defined as the intersection of the predicted area and the actual ground truth area, divided by the union of predicted and ground truth area (see Equation 15).

\[
\text{IoU} = \frac{TP}{TP + FP + FN} \tag{15}
\]

Given the \textit{IoU} scores of all \(n\) classes, the \textit{mIoU} score can be calculated as:

\[
\text{mIoU} = \frac{1}{n} \sum_{i=1}^{n} \text{IoU}_i \tag{16}
\]

### 2.5 Research Outline

As seen in the previous sections, deviations among material batches of the same specified grade are expected due to in-tolerance deviations in the manufacturing process, leading to deviations in machinability. As shown in Table 1, page 17, individual testing is required for optimized machining but the required efforts for material testing make it infeasible. Analyzing the various material identification systems, it is shown that while there is no research for material batch identification in machining, the general identification of different materials is possible as process monitoring. As the impact of a degrading tool condition on the machining signals is expected to be more significant than a change in material batch machinability, TCM systems are reviewed for tool condition assessment. It is found that especially image segmentation using ML-approaches is a promising choice, however, there is little research on effective mutliclass wear defect identification considering not only the image segmentation, but also the involved data annotation and model adaptation to new environments. Furthermore, for operational use, strategies need to be derived that allow for efficient retraining when the environmental conditions change. Thus, based on the solution approaches found, Figure 16 shows the identified research needs for addressing the requirements defined in Chapter 1. Aggregating the individual research needs, the central
The research question can be worded as: *Is it possible to identify deviations in machinability among material batches in situ and optimize the machining process accordingly using machine learning?*

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Research need</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1: Process optimization regarding machinability deviations among material batches</td>
<td>N1: Routine for batch adaptive machining</td>
<td>5.1 5.2.1</td>
</tr>
<tr>
<td>R2: Detection of novel batches and classification of known batches</td>
<td>N2: Classification algorithm for in situ material batch recognition using ML</td>
<td>4.2.2</td>
</tr>
<tr>
<td>R3: Unknown number of batches</td>
<td>N3: Novelty detection approach for identification of novel material batches</td>
<td>4.2.1</td>
</tr>
<tr>
<td>R4: Process optimization without available ground truth data</td>
<td>N4: Unsupervised learning for material batch assessment</td>
<td>4.2.3</td>
</tr>
<tr>
<td>R5: Automated characterization and integration of novel batches</td>
<td>N5: Characterization routine using TCM for in situ machinability assessment</td>
<td>5.2.2</td>
</tr>
<tr>
<td>R6: Continuous model improvement</td>
<td>N6: Model retraining routine for continuous model improvement and adjustment of to-be-predicted material batches</td>
<td>5.2.3</td>
</tr>
<tr>
<td>R7: Detection and differentiation of various wear defects</td>
<td>N7: Methods for multi-class image segmentation using ML</td>
<td>3.2</td>
</tr>
<tr>
<td>R8: Effective adaptation to new environments</td>
<td>N9: Few-shot learning for data annotation</td>
<td>3.3</td>
</tr>
<tr>
<td>R9: Individually usable modules</td>
<td>N8: Synthetic training data generation</td>
<td>3.4</td>
</tr>
<tr>
<td>R10: Effective integration into modern machine tools</td>
<td>N10: Creation of a service-based architecture</td>
<td>5.3</td>
</tr>
<tr>
<td>R11: Effective integration into modern machine tools</td>
<td>N11: Data handling and feature generation pipeline to utilize internal machine signals</td>
<td>4.1</td>
</tr>
</tbody>
</table>

Figure 16: Based on the requirements and the solution approaches found research needs can be identified.

**Solution Overview**

To solve the research question, a smart manufacturing system capable of executing the necessary routines is needed. In Figure 17 an overview of the proposed system is shown. A TCM system is used prior to machining to assess the initial tool condition, thereby allowing for elimination of the tool condition’s impact on the machining signal. During machining, the internal machine data is observed and preprocessed to extract generalized and information-dense features. These are used to initially decide whether the current material batch is a novel one, and subsequently to carry out material batch classification for known batches and material batch clustering for unknown ones. Finally, this information is used to assess historic knowledge associated with the identified material batch, transferring it to
the current cutting operation for the recommendation of corrective actions to the operator.

For novel material batches, an automated material batch characterization routine is carried out. This involves two machining operations at different cutting parameters to assess the respective tool life and to construct a machinability model. Similarly, this procedure can be used for continuous model improvement by using tool life as groundtruth machinability data.

Both for the material characterization as well as for the parameter recommendation, the condition of the cutting tool plays a central role. Thus, an advanced TCM system is constructed using a CNN to assess cutting tools regarding various types of defects. For an efficient model adjustment process to new environments, domain adaptation and effective annotation methods are proposed, which reduce the required manual effort for training data generation.

![Diagram](image)

Figure 17: Overview of the needed components.

**Differentiation**

The topics of process monitoring and tool condition monitoring are researched intensively by a variety of researchers. In both areas, especially the usage of ML has become a popular trend in recent years. Thus, there are several publications and research fields closely related to this work. However, there is no approach that investigates the topic of a smart system for material batch identification as presented in this work, which is shown in Table 3.

Among the TCM research, BERGS ET AL. propose the usage of U-Net for image segmentation of cutting tools [264] and rule-based wear metric calculation [265]. They find, that while this model yields good prediction results, it is better to train individual models for different types of cutting tools rather than a generic model for all types. In their study, they hint towards the
Table 3: Certain aspects of the defined research needs are investigated in related studies [1, 9, 65, 83, 100, 264, 265, 267, 269].

<table>
<thead>
<tr>
<th>Research Need</th>
<th>BERGS ET AL.</th>
<th>TREISS ET AL.</th>
<th>REN ET AL.</th>
<th>LIU ET AL.</th>
<th>DENKENA ET AL.</th>
<th>LIN ET AL.</th>
<th>LUTZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1: Routine for batch adaptive machining</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>◆</td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>N2: Classification algorithm for in situ material batch recognition using ML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>N3: Novelty detection approach for identification of novel material batches</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>N4: Unsupervised learning for material batch assessment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>N5: Characterization routine using TCM for in situ machinability assessment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>N6: Model retraining routine for continuous model improvement and adjustment of to-be-predicted material batches</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>N7: Methods for multi-class image segmentation using ML</td>
<td>◆</td>
<td></td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>N8: Synthetic training data generation</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td></td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>N9: Few-shot learning for data annotation</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td></td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>N10: Creation of a service-based architecture</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td></td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>N11: Data handling and feature generation pipeline to utilize internal machine signals</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td></td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

usage of GANs for data generation without showing concrete concepts or actual results. Furthermore, their analysis is limited to the detection of flank wear. [264]

A further step is taken by TREISS ET AL., who use the U-Net architecture for the segmentation of the three different wear defects flank wear, BUE, and chipping. Besides the investigation of U-Net for multi-class segmentation, they propose the integration of an uncertainty estimation, enabling a human expert to manually annotate and assess images with estimated low prediction quality. The proposed human-in-the-loop procedure could be considered a data annotation method, however, the primary purpose of the study is to increase model transparency rather than improving the task of data annotation. [266]
Another TCM research is presented by Ren et al. They use ML-based image segmentation for the binary segmentation of flank wear. Furthermore, they utilize transfer learning by pretraining their networks on public datasets to improve the training speed. [267]

Domain adaptation using deep adversarial transfer learning is proposed by Liu et al. While they focus on predicting the remaining useful life as part of TCM, they are using time series data rather than image data. [269]

Regarding the topic of material identification process parameter identification, active research is carried out by Denkena et al. In their research, they investigate process monitoring systems for the identification of different material pairs: two steels of different grades and aluminum-steel. They achieve promising results with a variety of ML-methods and propose optimized cutting parameters for the identified materials, allowing for material-adaptive machining [1]. In their research, the challenges associated with material batches such as novelty detection are not considered. [9, 65, 83]

Finally, an approach for unsupervised material batch classification is proposed by Lin et al. for the classification of similar wooden boards based on color. Similarities can be drawn from the unsupervised approach, however the scope of the study is limited to the material identification method. [100]

**Research Overview**

In the following chapters, approaches are presented to satisfy the defined research needs. Initially, in Chapter 3, methods for efficient image segmentation are proposed. These include methods for multi-class image segmentation as well as procedures for efficient model training. Subsequently, Chapter 4 introduces the methods for handling time series data including the approaches for novel material identification, batch classification, and batch clustering. With the findings of both previous chapters, Chapter 5 proposes the central smart manufacturing system with several routines for parameter recommendation, continuous retraining, automated material characterization, and novel scene adaptation after introducing the batch-specific parameter optimization procedure.
3 Image Segmentation for Low Volume and Highly Diverse Datasets

In this chapter, a novel method for effective image segmentation is proposed. This method does not only include the segmentation model to derive a semantic label mask based on the raw image supplied by a camera itself, but also proposes necessary methods for effective training data annotation and efficient adaptation to novel scenes through domain adaptation.

In Section 3.1 the architecture of the visual TCM system is introduced. Furthermore, the available data and its variance is detailed regarding both the different types of semantic labels visible and the influence of external factors. Thereby, the term scene is derived, specifying a set of constant influencing factors. In the following section, image segmentation methods that focus on the different aspects accuracy and computational efficiency are shown. Thereby, a target-specific procedure can be derived. These methods are adapted for the detection of all defined semantic labels. In Section 3.3, methods are proposed for an efficient data annotation process. This involves a procedure to support a process expert while annotating images. In the final section, methods are proposed to leverage existing training data when training a model for a novel scene.

These results were also investigated in student works supervised by the author [S3–S5, S7, S9, S10]. Furthermore, the following patent applications were submitted [P3–P5] and parts of the proposed methods were made available through scientific publications [P6–P9].

3.1 Visual Tool Condition Monitoring

As described in Section 2, the usage of optical data is a viable alternative for TCM systems, enabling detailed wear analysis. For this procedure, a visual TCM system consisting of a microscope camera with integrated illumination to take a micrograph of the cutting tool is used. The camera is connected to a computation unit to analyze the micrograph, which provides an interface to a human operator or other technical systems for showing the computed information. The technical details are shown in Chapter 6.

In this section, the TCM domain is analyzed further to derive relevant semantic classes. Additionally, environmental factors influencing the visual appearance of a tool's micrograph are detailed.
3.1.1 Domain Analysis

In subtractive manufacturing various types of tool degradation can be observed. For the defect categorization, the approach proposed by LANZETTA is used: The different wear morphologies are grouped into wear defects and breakage defects. The wear defects include the classes: inner and outer chip notch, flank wear, crater wear, peening wear, BUE, primary and secondary groove, and chip breaker groove wear. The breakage defects include the types: degeneration of wear, catastrophic failure, breaking, thermal softening and plastic flow, and chipping. [203] With the addition of the generic class background representing any object visible in the background of the image and the class tool representing the undamaged part of the cutting tool, all areas of an image of a cutting tool can be sufficiently described (see Figure 18).

![Image classes](image.png)

Figure 18: Hierarchy of all defect classes.

The background of the image contains mostly areas of uniform color. In some cases, the shadow of the cutting tool insert can be seen in the background. Also, structures from elements in the back of the scene might be visible in this region. Due to the short focal depth of the used cameras and the focus on the flank of the cutting tool, any structures in the background are typical very blurrily depicted and no sharp edges can be made out.

In contrast, the undamaged cutting tool itself is mostly in the focal plane and thus depicted sharply. This class represents the areas of the cutting tool that do not show any wear defects. Artefacts, such as chips or residue from the machining process that are visible on the cutting tool, are considered part of this class. Thus, the class consists of large and homogeneous faces and small freckled areas.

The different wear defects usually span medium to small areas within the image. While some defects such as flank wear or crater wear form a connected
wear region, other defects such as BUE might appear multiple times, scattered along the cutting edge. Typically, wear defects are visible near the cutting edge with each type of defect appearing on a characteristic face of the cutting tool. Wear defects have their own distinct visual appearance based on the underlying wear mechanisms.

**Breakage** defects are partly invisible, as parts of the cutting tool might be broken away, thus showing the background of the scene instead. Furthermore, with parts of the cutting tool breaking away, the new surface of the cutting tool might be recessed further, causing them to be out of focus and appear blurry. Generally, the various breakage defects can be described as merging with the background and are identified by unusual borders. Breakage defects are especially apparent when comparing the image with a reference image of a fresh cutting tool.

![Figure 19: The different image regions have their distinct visual appearance.](image)

### 3.1.2 Analysis of TCM Domain Divergence

In this study, a scene ($S$) refers to a series of images taken at the same settings, such as the field of view, camera, and illumination. Thus, images of the same scene should only vary in the degree of wear while otherwise having a similar visual appearance. In Figure 20 sample images from various image segmentation scenarios (scene A - C) can be seen. While the images within the same scene show rather similar visual characteristics, only varying in the degree of wear, significant differences can be observed when comparing images from different scenes.

In this section, potential environmental factors influencing the visual properties of the images within a scene are investigated and detailed. Thereby, scene-specific data adaptation is enabled, allowing for artificial manipulation of the detected factors, which will be detailed in later sections.
Analyzing the domain of cutting tool images, a variety of factors influencing the visual appearance of cutting tool images can be found (see Figure 21). These factors can be broadly grouped in categories, including cutting tool, machining process, and image acquisition. [P8]

The cutting tool significantly impacts the visual appearance due to the main criteria of type of tool, tool shape, tool material, and tool coating. There are different types of cutting tools, such as drills, milling tools and cutting tool inserts, which can be used for a variety of operations. The shape of cutting tool inserts is defined in the industrial standard DIN1832, specifying several tool geometries. Furthermore, the tool material and the tool coating impact the appearance. Among the different coatings, the main groups are uncoated
cutting tools, coatings using chemical vapor deposition, and coatings using physical vapor deposition. [S7]

The influence of the **machining process** can be seen in different ways. Firstly, the type of cutting operation, the respective cutting parameters, and the selected material influence the type and magnitude of the different wear mechanisms and, thus, the expected tool defects (see Section 2.3.2). Depending on the depth of cut and orientation of the cutting tool, the relative position of the flank wear width and its extent might differ. Secondly, factors of the machining process such as the coolants and lubrication influence the scene differently. As the viscosity of the selected liquid can vary significantly, different levels of residue remaining on the cutting tool can be expected [S7]. Other interfering objects can include chips [388] produced by the machining operation. Thirdly, the technical image acquisition system might change between scenes regarding its positioning in the machine tool environment, visible background, and orientation in relation to the cutting tool. Furthermore, the optional presence of a tool cleaning system, such as compressed air, influences the cleanliness of the cutting tool, avoiding partial defect masking by residue.

Besides its placement, the actual **image acquisition** system itself is a major influencing factor on the visual appearance. This unit typically contains a camera, a lens, and an illumination. These all have properties influencing how the cutting tool is portrayed. Main characteristics include the image’s resolution, the focus distance, the perspective, and the effects of illumination such as reflections and color shifts. Here, aspects such as limited installation space leading to worse illuminations were noticed [209]. As part of the image acquisition pipeline, respective preprocessing steps can also be noted. These might include cropping, rotating, and zooming to a defined region of interest.

### 3.2 Image Segmentation Methods for Detection of Different Types of Tool Wear

As shown in Section 3.1.2, a variety of defects can be observed in the micrographs of cutting tools, which all might convey different information to the operator and allow for a more detailed representation of the complex wear mechanisms. While **classification** models would only allow for the decision of whether a sample as a whole belongs to one of many classes and **regression** models would only allow for the prediction of predefined metrics, **segmentation** models offer the greatest level of detail, which can be further processed for a variety of application-specific metrics (see Figure 22). Thus, for holistic condition and defect analysis, image segmentation must be used. Specifically,
**semantic image segmentation** describes “the task of clustering parts of images together which belong to the same object class” [387]. Adapting the semantic segmentation task to TCM, the objective is to find each pixel’s semantic label, with the semantic labels being **background, undamaged part of tool, or any defect described in Section 3.1.1.**
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**Preprocessing (3.2.1)**
- Camera image
- Reference image

**Image segmentation**
- Window-based (3.2.2)
- Optimized method (3.2.3)
- One-pass (3.2.3)

**Metric calculation (3.2.5)**
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While the integration into the smart manufacturing system and prototypical implementation will be detailed in Chapter 5, this section introduces the proposed data processing pipeline for semantic image segmentation, which can be seen in Figure 23. In Section 3.2.1, the usage of a reference image in conjunction with the actual micrograph is introduced. Consecutively, in Section 3.2.2 the image analysis using one-pass segmentation networks and in Section 3.2.3 the image analysis using a window-based approach are shown. Both alternatives are compared quantitatively and qualitatively in Section 3.2.5, deriving an optimized method. Furthermore, Section 3.2.4 details how different condition metrics can be computed from the derived semantic masks.

![Diagram](image3)

**Figure 22:** Compared to classification and regression models, segmentation models offer the greatest level of detail.

**Figure 23:** The camera image is preprocessed by adding a reference image. Consecutively, the semantic label mask is derived by an image segmentation model, which is used to calculate several wear metrics.
3.2.1 Reference Image Integration

As shown in Section 2.3.2, data from unworn tools was found as an important source of information for deriving a tool’s condition, especially considering that the original tool boundary might be partially gone [149]. However, necessary fine adjustments for reducing mapping errors, as needed for traditional computer vision approaches, make it infeasible [149]. Here, a method is proposed for incorporating reference images in the image analysis pipeline not to provide a pixel-accurate difference, but rather to give context about the expected visual appearance in a given region, see Figure 24.

![Reference Image Integration](image)

Figure 24: Visualization of the tool contours for an undamaged reference tool (blue) and a to-be-evaluated used tool (green).

To achieve this, a reference image \( r \) is taken of each new cutting tool before the start of operation, using the same image acquisition procedure used to take images throughout operation. Thereby, it can be ensured that the visual appearance of both images are as similar as possible. This reference image is now appended to each image \( u \) taken throughout operation for analysis. For a given scene, the assumption can be made that the absolute position of the cutting tool in respect to the camera is always known, as the tool is mounted to a toolholder, which is controlled by the machine’s NC. Therefore, the position of the cutting edge within the acquired micrographs is known. Thus, with a defined reference orientation and placement it is possible to adjust potential misalignment through translation (17) and rotation (18) so that the reference image matches the orientation and position of the actual micrograph.

A necessary translation motion of pixel \( p \) with coordinates \( p_x \) and \( p_y \) by an offset of \( \Delta_x \) and \( \Delta_y \) can be expressed as:

\[
\begin{pmatrix}
  p'_x \\
  p'_y
\end{pmatrix}
= \begin{pmatrix}
  p_x \\
  p_y
\end{pmatrix}
+ \begin{pmatrix}
  \Delta_x \\
  \Delta_y
\end{pmatrix}
\]  

(17)
and a rotation by $\theta$ degree as:

$$
\begin{pmatrix}
p'_x \\
p'_y
\end{pmatrix} =
\begin{pmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{pmatrix}
\begin{pmatrix}
p_x \\
p_y
\end{pmatrix}
$$

Once both images are aligned to each other, the data of the reference image is stacked with the data of the original image. Thus, when using RGB images, the preprocessed image $v$ can be expressed as a six-dimensional vector with the RGB values of the to-be-evaluated image $u$ and the RGB values of the reference image $r$. These contextualized images can now be analyzed by segmentation algorithms to derive the semantic label mask.

$$
v =
\begin{pmatrix}
u_{\text{red}} \\
u_{\text{green}} \\
u_{\text{blue}} \\
r_{\text{red}} \\
r_{\text{green}} \\
r_{\text{blue}}
\end{pmatrix}
$$

### 3.2.2 One-pass Image Segmentation

As shown in Section 2.3.2, One-pass image segmentation methods, methods which segment the image with one forward pass through the neural network, show high potential for image segmentation in TCM. These networks typically consist of an encoder-decoder structure with one input neuron for every pixel in the raw image and one output neuron for every pixel in the mask representing the found class (see Figure 25).

![Encoder-decoder structure of a typical one-pass segmentation network.](image-url)
Within this field of image segmentation, a variety of network architectures are proposed (see Section 2.4.3). These networks are trained while feeding the network with pairs of images and their respective masks. Here it is important that all images are of the same size, thus a resizing operation is needed to ensure this property. As the cutting edge is rather horizontally shaped, a size of 1024x256 pixels is used. Preliminary experiments reveal that especially LinkNet and DeepLabV3Plus show great potential for image segmentation of the cutting tools investigated in this work [P6, P8]. Compared to other segmentation networks they showed the best overall mIoU score, as well as high IoU for the present defect classes flank wear (IoU_{fw}), groove (IoU_{groove}), and BUE (IoU_{BUE}). For their investigations of only segmenting flank wear, other authors found good results with the U-Net [209, 264, 266] and SegNet [267] architectures.

However, one challenge seen when using such one-pass segmentation networks is that while the classes background and tool are identified with high IoU scores for all algorithms, the defect classes, which are especially important, have a significant lower identification accuracy. Other investigated network architectures, such as FCN and SegNet, were not able to detect the defect classes at all. [P6]

### 3.2.3 Window-based Image Segmentation

In contrast to one-pass image segmentation, an iterative method based on sliding windows is proposed. The general procedure of the algorithm can be seen in Algorithm 1. In an initial step, the contextualized image \( v \) is analyzed pixel by pixel. For each pixel-of-interest (p) \( p_{ij} \), a feature map (\( \phi \)) is created based on the surrounding pixels within the window of size \( s \). This feature map is then analyzed by the classifier \( g(\phi) \), predicting the class of \( p_{ij} \). Thereby, the predicted mask (\( \hat{w} \)) is filled iteratively. In a second step, image post-processing is carried out to remove noise from \( \hat{w} \).

**Algorithm 1** Window-based image segmentation procedure

```plaintext
procedure SEGMENTATION(v, g, s)
    for all \( p_{ij} \in v \) do
        \( \phi \leftarrow \text{GENERATE FEATURE MAPS}(v, p_{ij}, s) \)
        \( \hat{w}_{ij} \leftarrow g(\phi) \)
    end for
    \( \hat{w}' \leftarrow \text{DENoise}(\hat{w}) \)
    return \( \hat{w}' \)
end procedure
```

▷ Iterative segmentation
▷ Noise removal
Generation of Feature Maps

The feature map describes the area of the image surrounding the pixel-of-interest that is used as input for the classifier $g$ to determine the class of the pixel-of-interest. Thereby, not only the information about the pixel-of-interest is taken into consideration, but also neighboring information allowing for an evaluation of patterns nearby. Thus, for a window of size $s$, the feature map of pixel $p_{ij}$ is defined as:

$$
\phi = v_{i-s/2 < x < i+s/2, j-s/2 < y < j+s/2}
$$

(20)

As the feature map definition allows for values outside the normal area of the image, the border handling needs to be defined. Here, the border values are extended outwards to fill in missing values. For a given $p$ with coordinates $x$ and $y$, the respective values can be found as:

$$
p_{xy} = p_{\min(x,x_0),\max(x,x_{\max}),\min(y,y_0),\max(y,y_{\max})}
$$

(21)

The proposed concept of feature map generation and value padding at the image borders is shown in Figure 26.

Figure 26: Value padding and feature map generation.
3.2 Image Segmentation Methods for Detection of Different Types of Tool Wear

Class Prediction

The prediction of the class label can be carried out by a manually optimized classification algorithm or by using automated approaches such as AutoML and neural architecture search.

A CNN is used to predict the class of each $p$ using the information of the feature map (see Figure 27). In preliminary studies, a network consisting of an initial convolution part followed by a fully connected part was found to show good prediction results [P7]. In the first part, convolutional and pooling layers are used in an alternating fashion. The network is designed such that every convolutional layer consists of twice the number of filters as the previous convolution. Furthermore, the size of the kernels is set to 3 by 3 pixels. In the fully connected part, two hidden layers are used. All layers have ReLU activation functions with the last layer using a softmax activation function. Analyzing various hyperparameters in a grid-search manner, it is shown that the highest accuracies are achieved using either four convolutional layers with 16 kernels in the first layer, 128 neurons in the hidden layer, and a window size of 64x64 pixels; four convolutional layers with 64 kernels in the first convolutional layer, 128 neurons in the hidden layer, and a window size of 48x48 pixels; or five convolutional layers with 16 kernels in the first convolution layer, 32 neurons in the fully connected layer, and window size 48x48 pixel. As smaller windows result in smaller computing times, the window size 48 is preferred [P7].

Contrarily to manually designing the network architecture and optimizing its hyperparameters, automated machine learning (AutoML) provides methods for automating this process. Thereby, the machine learning expert only needs to specify the learning task and provide the data and the respective labels, while the AutoML-framework carries out network selection and hyperparameter optimization, returning a trained and optimized model for operational use. However, one of the limitations of AutoML is the restriction to the learning tasks that the respective framework offers. These are mostly regression and classification tasks, but not image segmentation.

In this study, AutoML can thus be used for class prediction in the sliding window approach. Thereby, AutoML frameworks offering image classification tasks can be utilized. The procedure is similar to the one shown in Figure 27. However, instead of using a custom CNN network, the black box model provided by the AutoML framework is used for class prediction. [P6]
Figure 27: Procedure of the window-based image segmentation approach using a custom CNN, adapted from [P7].

**Post-processing**

Once the algorithm is executed for all frames, the resulting predictions are recombined to the original shape of the image. Since the image is not analyzed as a whole, but each frame is analyzed independently of its neighboring frames, noise is expected. Thus, the morphological operations *closing* and *opening* are used to reduce noise in the resulting image. These are carried out using an elliptically shaped kernel element $e$ of size 7 by 5, see Equation 22. [P7]

**Training Procedure**

Within the area of TCM, data imbalance is a common problem, as faulty regions, the different wear defects, are less common than unworn regions. Preliminary studies investigating the class distribution within a standard TCM
use-case show that the classes *background* and *tool* appear in every image and have rather high areas within those images, see Table 4. Contrarily, the defect classes *flank wear*, *groove*, and *BUE* are not visible in every image and make up for less than 10% of all pixels combined. [P7] Thus, a balancing operation is needed during the training of such a model so that it only considers equal amounts of feature maps from each class in the training data set. With $C(x)$ being the number of samples of class $x$, the smallest occurrence of a single class $d_{\text{min}}$ can be computed. Now, $d_{\text{min}}$ samples are randomly drawn from all classes, thus generating a balanced training dataset of feature maps $\Phi'$ with the respective labels $C'$. [P7]

$$
\begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0
\end{bmatrix}
$$

(22)

Table 4: Exemplary distribution of wear defects in a typical TCM dataset in regard to the percentage of pixels showing the respective defect (pixel percentage) and the ratio of images containing each defect independent of its size (image percentage), adapted from [P7].

<table>
<thead>
<tr>
<th></th>
<th>Background</th>
<th>Tool</th>
<th>Flank wear</th>
<th>Groove</th>
<th>BUE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pixel percentage</strong></td>
<td>39%</td>
<td>54%</td>
<td>6%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td><strong>Image percentage</strong></td>
<td>100%</td>
<td>100%</td>
<td>97%</td>
<td>37%</td>
<td>65%</td>
</tr>
</tbody>
</table>

To train the window-based image segmentation model, a training dataset of images $U_{\text{train}}$ and their respective semantic label masks $W_{\text{train}}$ is needed. These label masks need to be created by a process expert. Furthermore, a reference image ($r$), as well as the values specifying the potential misalignment between reference image and actual images $\Delta x, \Delta y$, and $\theta$ are needed. With these, the training procedure, see Algorithm 2, can be executed. For each training image $u$ supplied, context is added by stacking the reference image yielding the contextualized image $v$. Each of these images is now analyzed pixel-by-pixel to create feature maps of size $s$. Both the feature map and the class of the respective pixel $w_{ij}$ are appended to the global set of feature maps ($\Phi$) and respective classes $C$. After all available images are analyzed, the lowest occurrence of a single class $d_{\text{min}}$ is computed, and $\Phi$ and $C$ are randomly sampled so that they only contain $d_{\text{min}}$ samples of each class. Using
these balanced sets $\Phi'$ and $C'$ the selected image segmentation model, either a custom created CNN or an AutoML pipeline, can now be trained, yielding a trained classifier $g'$. When using the CNN network, the model is trained using the Adam optimizer [351] for 200 epochs with a 0.001 learning rate. For the usage of the AutoML alternative, no hyperparameters need to be specified for model training.

**Algorithm 2** Training procedure for window-based image segmentation

```
procedure TRAIN WINDOW SEGMENTATION($g, U_{\text{train}}, W_{\text{train}}, r$)
  for all $u \in U_{\text{train}}, w \in W_{\text{train}}$ do
    $v \leftarrow\text{ADD CONTEXT}(u, r)$  ▷ Add reference image
    for all $p_{ij} \in v$ do
      $\phi \leftarrow\text{GENERATE FEATURE MAPS}(v)$
      $\Phi \leftarrow\Phi \cup \phi$  ▷ Append feature map
      $C \leftarrow C \cup w_{ij}$  ▷ Append class of central pixel
    end for
  end for
  $d_{\text{min}} \leftarrow\min C(D)$  ▷ Find minimum distribution of samples
  $\Phi', C' \leftarrow\text{SAMPLE}(\Phi, C, d_{\text{min}})$  ▷ Undersample training data
  $g' \leftarrow\text{TRAIN}(\Phi', C')$  ▷ Train classifier
return $g'$
end procedure
```

### 3.2.4 Metric Calculation

Procedure 3 shows the process for deriving wear metrics $M$ from the predicted semantic label mask $\tilde{w}$. The most important metric used is the flank wear width ($VB$). It can be computed from the segmented image using a pixel counting procedure. First, the image is rotated in such a manner that the upper cutting edge is horizontally aligned. Second, the image is analyzed column by column, finding the number of flank wear pixels for each column. The average flank wear width $VB_{\text{avg}}$ is calculated as the median flank wear width of all columns containing flank wear, while the maximum flank wear width $VB_{\text{max}}$ is computed as the 90-th percentile of all flank wear widths. Thereby, the robustness of the metric increases as potential outliers are ignored. For all other defect classes, their number of occurrences is computed. Furthermore, for all defect classes including flank wear the total area of the image showing that defect is computed as the number of pixels of the respective class. Finally, all metrics are converted from pixel units to SI units using the calibrated conversion factor $c$ of the image acquisition system.
### Algorithm 3 Metric calculation

```plaintext
procedure CALCULATE METRICS(Ŷ, c)
    for all i ∈ Ŷ do
        wp ← ∑ x with x = \begin{cases} 
        1, & w_{ij} = C_{\text{flank wear}} \\
        0, & \text{else}
        \end{cases}
    end for
    VB_{avg} ← \text{median } WP * c
    VB_{max} ← \text{percentile}(WP, 90) * c
    VB_{A} ← \sum WP * c^2
    M ← (VB_{avg}, VB_{max}, VB_{A})
    for all d do
        A_d ← c^2 * ∑ x with x = \begin{cases} 
        1, & w_{ij} = C_d \\
        0, & \text{else}
        \end{cases}
        M ← M \cup A_d
    end for
    return M
end procedure
```

### 3.2.5 Assessment of Different Segmentation Approaches

To compare the effectiveness of the proposed approaches, a preliminary set of experiments is carried out [P6]. The algorithms to compare are the sliding window approach using the optimized CNN architecture shown in Section 3.2.3, the sliding window approach in combination with the AutoML classifier\(^1\), and the best found one-pass image segmentation architecture LinkNet. In Table 5 a qualitative benchmark of the different methods can be seen. Regarding the complexity, both the sliding window approach with custom CNN and the one-pass segmentation approaches involve building a ML model, and thus are of high complexity. For the AutoML however, only a data preprocessing step is needed, so the complexity of AutoML frameworks is rather simple from a user’s perspective. This comes with a cost in explainability, as no insight into the trained model is possible. This, however, depends on the chosen framework. While open source software (OSS) frameworks, such as Auto-sklearn [389] or Auto-keras [390], offer insight into the selected and trained models, commercial solutions typically allow no such insight and only provide an interface for inference. The **flexibility** of a model describes how easy it can be adapted to changing situations such as a different camera setup with different image data. Here, both sliding window approaches show advantageous characteristics, as those can handle different image sizes easily without retraining, while the one-pass segmentation approaches require a retraining of the model for different resolutions, or cropping and reshaping to the resolution it was trained on with potential loss of information. Finally,

\(^1\) Both approaches are trained using sliding windows of size 48 by 48 pixels
both approaches with manually coded classifiers require higher setup times due to the manual network creation, in contrast to the AutoML approach.

Table 5: Benchmark of the different image segmentation alternatives regarding prediction accuracy, complexity (Comp.), flexibility (Flex.), explainability (Expl.), setup time ($t_{\text{setup}}$), and inference time ($t_{\text{inference}}$), adapted from [P6].

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Comp.</th>
<th>Flex.</th>
<th>Expl.</th>
<th>$t_{\text{setup}}$</th>
<th>$t_{\text{inference}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>⋆⋆⋆</td>
<td>⋆</td>
<td>⋆⋆⋆</td>
<td>⋆⋆</td>
<td>⋆</td>
<td>⋆</td>
</tr>
<tr>
<td>AutoML</td>
<td>⋆⋆⋆</td>
<td>⋆⋆⋆</td>
<td>⋆⋆⋆</td>
<td>⋆</td>
<td>⋆⋆⋆</td>
<td>⋆</td>
</tr>
<tr>
<td>OnePass</td>
<td>⋆</td>
<td>⋆</td>
<td>⋆</td>
<td>⋆⋆</td>
<td>⋆</td>
<td>⋆⋆⋆</td>
</tr>
</tbody>
</table>

As both the sliding window approach and the one-pass segmentation approach show beneficial behavior, a method is derived combining both alternatives for their respective strengths. In Figure 28 an overview can be seen. As the sliding window approach has the highest accuracy with the drawback of long inference times, it is used in cases where results are not needed urgently, for example when a tool is being put back in the toolholder and a different tool is used to continue machining. However, if a result is needed urgently, such as analyzing a tool before a machining operation starts, the one-pass segmentation approach is chosen instead.

![Flowchart](image)

Figure 28: Based on the urgency of the result delivery, either the window-based image segmentation or the one-pass image segmentation is used.

3.3 **Strategy for Effective Training Data Annotation**

One of the main challenges in supervised ML is the need for labelled training data. While these labels needed are rather easy to acquire in image classi-
fication problems, e.g. assigning each image to the category *serviceable* or *disposable* [144], these labels are more sophisticated in image segmentation. In scope of this work, it was found that the manual labeling process, referred to as data annotation, took between five and ten minutes for a single image. Thus, significant costs are involved in creating sufficiently large training datasets.

As a solution, a novel active learning approach is proposed, incorporating unsupervised learning into the data annotation process, which is shown in Figure 29. This method consists of a *superpixel generation* step, which divides the image into multiple subregions, known as superpixels. These superpixels are then analyzed in an unsupervised manner using metric learning to find the most similar match within a given reference set to provide the expert with an initial suggestion of the respective class label per superpixel. Next, domain-specific logical constraints are used for an automated correction of the generated mask. These aim at filtering out predictions made that are not realistic to appear within the TCM domain. Subsequently, the human is asked to check the resulting mask for faulty annotations and to manually correct them. The final mask can then be used to train a semantic segmentation model. Furthermore, all corrections made by the human will be used as additional reference data for the similarity detection step to label the next image. With every iteration, the automatically generated mask will become progressively better while reducing the human effort, enabling continuous improvement. [P9]

### 3.3.1 Superpixel Generation and Similarity Determination

A superpixel can be defined as a group of pixels in an image that share common characteristics and are bordering each other. In this work, an algorithm generates superpixels by clustering pixels based on their color similarity and proximity in the image plane. In specific, the *Superpixel Sampling Network* [391] is used, combining the benefit of the established *SLIC* algorithm [392] for superpixel generation with a deep network. Its main benefit is that it can be trained with images and their semantic masks to later generate class-specific superpixels and thereby outperform traditional superpixel algorithms. The number of superpixels needed for accurate representation of small sized defects is determined iteratively based on the image resolution. [P9]

After the superpixels are generated, they can then be compared to a reference dataset, finding the closest match. This is achieved using distance metric learning, specifically deep metric learning, for similarity calculation. A CNN model is used to extract features from the superpixel image snippets. These features, known as embeddings, are subsequently projected into an
embedding space, which minimizes the distance between related vectors while maximizing the distance among unrelated ones [393]. The similarity of two superpixels can then be found as their distance in the embedding space. The class of the superpixel with the most similar encoding is then used to annotate the superpixel with the corresponding class. This procedure is repeated iteratively for every superpixel in the image, generating an initial mask. [P9]

Both of the above-mentioned models need to be trained before they can be used. For that some training data is needed in advance. First the Superpixel Sampling Network has to be trained with images and their ground truth masks to generate class-specific superpixels. The class specific superpixels generated from the same training data can then be used to train the deep metric learning-based superpixel embedding. [P9]

### 3.3.2 Logical Constraints

To refine the initial prediction by the unsupervised method, domain expertise is utilized to derive constraints to judge whether certain classifications are
realistic or not. For the investigated application of monitoring the flank of the cutting tool, the following constraints are derived:

**C1** The class *background* covers the region and any objects visible in the background of the image. Thus, this class spans rather large continuous areas. Any single superpixel classified as *background* that is not bordering another *background* superpixel is thus considered a wrong classification.

**C2** Furthermore, areas of multiple superpixels that are classified as *background* that are fully engulfed by defect classes or the class *tool* are also considered misclassifications.

**C3** Contrarily, any group of superpixels that is fully surrounded by only *background* superpixels must be of the class *background* as well.

**C4** Flank wear is a rather large and continuous region. Single superpixels of class *flank wear* are therefore considered misclassifications.

**C5** Similar to **C3**, any region fully engulfed by the breakage defects or chipping defect categories must be of that same category.

### 3.4 Integration of Domain Expertise in Data Adaptation

Observing the sample images shown in Figure 20, page 58, for multiple investigated applications of visual TCM, distinct characteristics of each scene can be noticed. Therefore, images within the same scene exhibit a rather similar visual appearance, while images from different scenes vary significantly. Even though the influencing factors on visual appearance are defined as constant for a given scene (see Section 3.1.2), leading to this effect, there are some inter-scene variations. These include the degradation of the cutting tool, the randomness of visible defects regarding type, size, and location, and the randomness of remaining residue and other artefacts on the cutting tool.

This observed phenomena of intra-scene similarity and inter-scene dissimilarity leads to a decreased prediction accuracy in image segmentation, when combining data from multiple scenes compared to training specialized models for each scene\(^2\), even though the total training volume increases [S3]. Similar conclusions are drawn by [264], showing that having a specific network trained for scenes of different cutting tool types performs better than a single network trained combining all training data. Thus, it is advantageous

---

\(^2\) The comparison of scene-specific and scene-agnostic models was carried out using the sliding window segmentation model and training data from two different scenes. With the two scene-specific models prediction accuracies of 0.66 mIoU were achieved while the single scene-agnostic model, trained on data from both scenes, reached an accuracy of 0.63 mIoU. [S3]
to train separate models for each scene, rather than one generic model for all types of cutting tools.

Training new model instances for each scene, however, requires the necessary training data of that specific scene. Therefore, the increase in prediction performance comes at a cost of increased labelling efforts. Thus, to enable scene-specific segmentation models with the least amount of training samples needed, methods are proposed for reusing existing training data while minimizing the amount of new annotated data.

As a common solution, transfer learning strategies are used to transfer learned knowledge from other, potentially unrelated, scenes to a novel target scene [394]. However, preliminary experiments reveal that the standard approach of both pre-training an image segmentation model on publicly available datasets as well as pre-training the model on TCM data from other scenes results in low prediction performances3 [S3]. Thus, advanced strategies need to be researched for transferring existing knowledge to a new target scene.

In this section, a method is proposed for adapting existing training data to the visual appearance of a novel scene, so that the historic data can indeed be used for pre-training an image segmentation model for the new scene. This procedure is shown in Figure 30. Initially, a small amount of training data from the new scene \( S_N \) is needed. These are used to automatically characterize the scene regarding certain influencing factors described in Section 3.1.1, deriving a transfer function \( f(v, w) \). This transfer function can now be applied to the pairs of historic images and their respective semantic-label-masks from all historic scenes \( S_i \) to adapt their original appearance to the appearance of \( S_N \). Lastly, both the synthetic dataset and the few samples provided from \( S_N \) are combined and used to train the image segmentation approach for \( S_N \) as described in Section 3.2.

The central aspect of the data adaptation procedure is the transfer function \( f \), allowing the adaptation of images \( v \) and their respective masks \( w \) from any scene \( S_i \) to be changed such that they match the visual appearance of a target scene \( S_T \), see Equation 23. This adaptation procedure can be broken down into two aspects:

1. The adaptation of the shape of the cutting tool, which applies both to the actual image and the respective semantic label mask

---

3 Pre-training the segmentation model on the public ResNet-18 dataset yielded a prediction performance of 0.57 mIoU for the novel scene while pre-training on data from other TCM scenes yielded a prediction performance of 0.12 mIoU.
2. The adaptation of the color and texture of the depicted objects, which applies only to the image data

\[
(v_{S_1 	o S_N}, w_{S_1 	o S_N}) = f(v_{S_1}, w_{S_1}, C_T)
\]  

(23)

3.4.1 Method for Tool Shape Adaptation

As described in the previous section, the shape of the cutting tool and therefore the shape of the cutting edge varies between different types of cutting tools. For cutting tool inserts, the shape of the cutting edge is defined by multiple parameters. As the shape thus does not depend on statistical influences, but is a defined property, image warping can be applied to modify a given shape into a desired shape.

The general procedure of image warping can be seen in Algorithm 4. Given the shape of the cutting tools in \( S_t \) and the shapes of the historic data \( S_i \), the images and masks of \( S_i \) can be distorted in such a way they match the new shape in \( S_t \). First, the available data is used to extract the shape of the cutting edge for each scene. Subsequently, the images are checked for horizontal alignment of the cutting edge. If this is not the case, image rotation is carried out. Thereby, it is ensured that all images and masks are oriented in such a fashion that the main cutting edge is oriented horizontally with the flank of the cutting tool below. Furthermore, using the metadata available, all images are cropped so that the cutting tools are shown in similar scales. Second, feature points are selected at regular intervals on the cutting edge, the body of the cutting tool, and the edges of the image. This is carried out
for the reference image of each historic scene as well as for one image of $S_t$, ideally the reference image. The computed feature points can now be connected in a third step to form triangles using the Delaunay triangulation algorithm [395]. Finally, for each triangle, image warping is carried out to warp and interpolate each given triangle from its feature point coordinates in the historic scene to the respective coordinates in the target scene. This geometrical transformation is carried out using affine transformations to retain the relations within each triangle. [S3]

**Algorithm 4 Shape Adaptation**

```
procedure AUGMENT TOOL SHAPES($g, I_{\text{train}}, M_{\text{train}}$)
    for all $S \in S_t \cup S_i$ do
        edge ← FIND EDGE($S$)
        FP ← GENERATE FEATURE POINTS(edge, $r_S$)
    end for
    FP Triangle ← DELAUNY TRIANGULATION(FP$_S$)
    Triangle$_S$ ← FP2Triangle(FP$_S$)
    $w_{\text{train}} ← w_{S_t}$
    $v_{\text{train}} ← v_{S_t}$
    for all $S \in S_i$ do
        Triangle$_S$ ← FP2Triangle(FP$_S$)
        for all $w, v \in S$ do
            $w' ←$ WARPING($w$, Triangle$_{S_t}$, Triangle$_S$)
            $v' ←$ WARPING($v$, Triangle$_{S_t}$, Triangle$_S$)
            $w_{\text{train}} ← w_{\text{train}} \cup w'$
            $v_{\text{train}} ← v_{\text{train}} \cup v'$
        end for
    end for
    return $w_{\text{train}}, v_{\text{train}}$
end procedure
```

**Tool Flank Extraction**

While the shape of the cutting tools of the historic data can be derived from the respective masks, there are multiple alternatives for the shape determination of the new scene. If semantic label masks are available, these can be used. Alternatively, an edge detection algorithm can be used to find the edge of the cutting tool in cutting tool image data. Thirdly, with neither semantic label masks nor image data of $S_t$ available, the cutting edge can be described mathematically knowing the exact specification of the cutting tool [S7], [S3]

To extract the cutting edge from semantic label masks, all defect classes and breakage classes are joined with the class of undamaged tool body, thereby creating a binary image consisting of background and condition-independent cutting tool area. Now, the horizontal border between both regions is found
by scanning each column for the transition point between the background class and the joined cutting tool class. This method can be applied for finding the cutting edge for all historic data as well as to the target domain, given that at least one annotated mask is available.

As an alternative, traditional computer vision methods can be used for extracting the cutting edge from a cutting tool image. To do this, the image is converted from RGB color mode to grayscale color mode. Next, the Canny edge detection algorithm [396] is applied to detect the main border between the cutting tool and the background. Smaller edges detected are removed using the erosion operation while open areas are filled by the dilation operation. Finally, a Gaussian blur function is applied. [S3]

Lastly, there might be scenarios with neither image annotations nor raw images. This scenario can be seen when adapting an existing image segmentation procedure only by changing the type of cutting tool with otherwise constant environmental influencing factors, or when trying to artificially create a heterogeneous dataset of many potential shapes of cutting tools. As detailed in Section 3.1.1, the shape of a cutting tool can be described by various international standards or specific supplier guidelines. Thereby, a mathematical description $g(x)$ of the ideal shape of the cutting tool can be derived based on its specification, which yields the $j$ coordinate of cutting edge for column $i$. [S7] The derived cutting edge can then be placed at anchor point $A_{i,j}$. Now, the area under the curve can be considered the tool body for feature point selection purposes. To transfer this theoretical approach into operation, one needs to align the cutting edge placement within the acquired images with the chosen anchor point.

**Feature Point Generation**

With the detected cutting edge and the tool body, feature points can be assigned. These consist of the four edges of the image, the half-way point of the lower and upper edge, and an adjustable number of points within the image. The determination of these feature points within an image is based on the detected cutting edge and are found in three steps. First, $n$ feature points are placed at regular intervals at the upper cutting edge spanning the full horizontal width covered by the cutting edge. These feature points are pushed upwards by ten pixels such that they are located just above the cutting edge. Next, a second row of $n$ feature points is added with a fixed offset of 50 pixels directly beneath each feature point assigned in the previous step. Thereby, the feature points from step one and two form a band into which most wear defects fall. Finally, a third row of $n$ feature points is added at the half-way point between the last row and the bottom edge of the image. As
image warping will result in image deformation, this proposed procedure ensures that the upper area of the cutting tool, with the highest density of defects, will have the least distortions, while the lower parts of the cutting tool will be more distorted. Furthermore, a set of feature points is added at the left image border on the heights of the first point each layer found by the iterative procedure. Sample images with highlighted feature points can be seen in Figure 31.

Figure 31: Sample images with feature points highlighted in orange.

Preliminary experiments show that using a sufficient number of feature points is needed for good warping results while too many points cause issues. As a best-practice, between 20 and 50 feature points are found to yield the best results.

**Triangulation and Warping**

Given the set of feature points, a set of non-overlapping triangles can be found using the Delaunay triangulation method [395]. To ensure the same triangles form in all pictures, the triangulation procedure is executed only for the feature points found for the target scene \( FP_{\mathcal{S}_T} \). As each image contains the same feature points independent of its scene with only the relative positions changing between scenes, the triangulation found for \( \mathcal{S}_T \) can be applied to the remaining scenes by connecting the respective feature points at their scene-dependent position.

Now, image warping is carried out for each triangle found, mapping the points of the original image to the points of the target image. Here, affine transformations such as scaling, rotation, and translation are used. These geometric transformations preserve the relative proportions between points and lines. [S3] The combined procedure of triangulation and image warping can be seen in Figure 32.

### 3.4.2 Method for Color and Texture Adaptation

While the shape of cutting tools varies in defined characteristics, the color and texture of the cutting tool and the background depend on a greater variety of influencing factors, rendering a traditional approach of changing these characteristics infeasible. Thus, for the adaptation of visual characteristics,
GAN networks are researched. These types of neural networks allow for the creation of synthetic images. Especially *image-to-image* translation networks, such as cGAN, are promising, as they provide functions for translating one image to another. Thus, given an image from a source scene $\mathcal{S}_s$ as input to a GAN model trained on a target scene $\mathcal{S}_t$, the model can translate the image to match the visual characteristics expected from images of $\mathcal{S}_t$.

In the scope of historic training data adaptation to new scenes, these networks can thus be used to adapt the visual appearance of existing data to match the expected visual appearance within the new scene, while retaining spatial relations such as the shape of the cutting tool. However, preliminary experiments show that when using cGANs to translate cutting tool images from one scene to another, realistic results could be generated, but the generated images would not align with the original semantic label mask, limiting the benefit of this approach $[S_3]$. Thus, sophisticated image-to-image translation strategies are needed that solve the challenge of mask absence, retaining the mask information needed to train the consecutive image segmentation algorithm.
Region-based Translation

One proposed solution is region-based image-to-image translation. In region-based image-to-image translation the input image is adapted iteratively. Each defect region is analyzed on its own. Thereby, the task of translating a cutting tool image with various defects present is broken down into many smaller subtasks, translating one semantic class as it would appear in scene $S_s$ to the same semantic class as it would appear in scene $S_t$. Therefore, separate GAN models need to be trained for each semantic class.

The detailed concept is shown in Figure 33. A grid of width $s$ is applied to the to-be-translated image $n_s$ to generate square-shaped windows of width $s$. These windows are analyzed iteratively, converting each window to the visual appearance of target scene $S_t$ while maintaining the class relationship. After each window is analyzed, the generated windows are recombined to form the translated image $n_t$. For translating the individual windows, two cases need to be differentiated based on the respective semantic label mask snippet of the window. In the first case, only one class is present in the given window. Thus, for a single class $c$ present, the generator model $G_c$ can be used to translate the given window $q_{S_s}$ to the target scene: $q_{S_t} = G_c(q_{S_s})$. In the second case, multiple classes are present in the given window, requiring detailed handling. In this case, each class $c_i$ with $i \in \{1, 2, ..., n\}$ is handled separately. For a given class $c_i$, all areas of the window showing different classes are erased, resulting in a partial image of only areas of class $c_i$. The empty areas are filled in a mirror fashion. Thereby, the window $q'$ is created, containing only class $c_i$. This window is used as input for the respective generator model $G_{c_i}$ to translate the window to the target scene. The initial semantic label mask is then applied to remove any parts of the image that are not supposed to show class $c_i$. Once this procedure is executed for all classes, the predicted regions are recombined, forming the translated window $q_{S_t}$ consisting of multiple translated semantic classes which align with the respective image mask.

Mask-to-Image Translation

As an alternative a mask-to-image translation method is proposed, using a domain adaptation model to translate semantic label maps from any source scene to realistic images of the desired target scene. Thereby, existing masks of realistic defect shapes and distributions can be reused for creating synthetic images.

The operational procedure to train a segmentation model for a novel scene using the proposed mask-to-image translation procedure is shown in Figure 34. Initially, images from the target scene $S_t$ need to be acquired representing the
normal distribution of tool conditions expected in $S_t$. A few of these images need to be labeled by a process expert to create the *labelled* dataset used for training the domain adaptation procedure, while the remaining images are stored as an *unlabelled* dataset. Furthermore, historic data from other scenes, especially the annotated image masks, are considered as source scenes $S_s$. In the first step $s_1$, the *labelled* dataset from $S_t$ is used to train the domain adaptation procedure, especially the discriminator and generator networks. In the second step $s_2$, the trained generator of the domain adaptation procedure is now utilized to generate synthetic images from the historic masks of the various source scenes. Thereby, the new *synthetic* dataset in the target scene is created consisting of tuples of the historic semantic maps and the respective created images by the generator network. Now, both datasets in $S_t$, the initially *labelled* dataset and the *synthetic* dataset, can be used in the third step $s_3$ to train the image segmentation procedure detailed in Section 3.2. Finally, the trained segmentation procedure can now be used to segment novel images in $S_t$ during operation. [P8]

In a preliminary set of experiments it is found that the *pix2pixHD* architecture [386] is a promising cGAN for mask-to-image translation in a configuration with three discriminators downsampling the data by factors 2 and 4. It is found to train the model for 800 epochs using the *Adam* optimizer [351] with an initial learning rate of 0.0002 and a momentum beta of 0.5. The
training dataset contains pairs of semantic label maps and the corresponding images. [P8]
4 In Situ Identification of Material Batches

While general material information such as the material grade, its expected chemical composition as well as its fabrication procedure are known before machining, fluctuations in any of these properties within its tolerance limits leading to material batch effects can not be predicted. Thus, process monitoring methods are needed that are able to detect these deviations during machining, and inform the operator about the material batch and its expected characteristics so that the machining process can be adapted accordingly.

As the available process data is not only influenced by the machinability of each material batch, but even more by other factors such as the cutting parameters or the tool condition, a sophisticated data handling and preprocessing pipeline is needed (Section 4.1). Specifically, methods are provided to monitor the machining parameters influencing the process data and to compensate for specific effects. Furthermore, the high-dimensional control data used is aggregated into low-dimensional feature vectors.

The computed feature vectors in conjunction with the detected machining state are subsequently analyzed by the material identification routine (Section 4.2). Specific models corresponding to the detected machining state are selected. Initially, it is investigated whether the current material shows a machining behavior similar to material batches machined in the past. If this is the case, the material is classified. Otherwise, an unsupervised approach is used to interpolate information from closely related historic samples.

The implementation of the proposed methods is shown in Chapter 5. Parts of these analyses were supported by student work supervised by the author [S8, S11]. Central findings were already made public to the scientific community in the publications [P10, P11] and patent application [P12] of the author.

4.1 Method for Generating Generalized Features

The continuously monitored process data needs to be evaluated regarding the state of the cutting process, preprocessed to improve data quality, and aggregated into low-dimensional features. As the main data source, the control data of the machine’s NC is used. The available data can be classified as high-frequency and low-frequency data. High-frequency data contains the current, the torque, the speed, the designated position, as well as the measured position at each encoder for each linear and rotary axis of the machine tool. The data is taken at each cycle, thus typically at the cycle frequency of 500 Hz. The low-frequency data contains information such as
the adjusted override or a new line of machining instructions and is published at varying rates. Using these machine-internal signals simplifies scalability to new machines, as these signals are available in most modern machine tools [122]. Besides the control data, other data sources are used for machining state assessment and signal compensation.

In this work, the machining state $\mathcal{M}$ refers to the state of the cutting process regarding the type of cutting operation, the respective cutting parameters, the cutting tool, the condition of the cutting tool, and the general workpiece’s material. As all these factors strongly impact the machine tools’ signals, data from different machining states should be investigated separately. Furthermore, as the machine itself has a significant impact, machine-specific models need to be trained.

The cutting operations can be broadly classified in no cutting, for example general tool movements, and cutting, which can be further classified in operational types such as roughing and finishing. Information about the cutting operation can be derived from analyzing the machine control instructions (G-Code). While the G-Code analysis provides the designated cutting parameters, the machine operator can manually adjust the cutting parameters using the override functionality integrated into most machine tool’s control panels. Typically, both the cutting speed and the feed rate can be decreased and increased in this manner. The type of cutting tool used is a known information for each specific cut. While the tool types might change for different cuts, they are assumed to remain the same for a given cut. If a tool reaches its defined or unexpected end-of-life, the tool is replaced by another tool of the same type. The condition of the cutting tool is assessed using a TCM system, as proposed in Chapter 3, at the start of each cut. Remaining influencing factors such as the cooling strategy are assumed to be constant for a given cutting operation.

The detailed procedure for determining the machining state for a given time during operation is detailed in Section 4.1.1. In the data preprocessing step (Section 4.1.2) these influences are partially compensated using physical relationships, simulated cutting forces, and data-driven compensation. Finally, information-dense features are extracted from the preprocessed machine data, yielding tuples of feature vectors and their respective machining states (Section 4.1.3).

### 4.1.1 Data Handling

The high-frequency and low-frequency control data are acquired by connecting to the machine tool’s NC. While the high-frequency data contains the
control data at the cycle frequency, it is published at irregular intervals. Thus, the data needs to be realigned in an initial step using the cycle counter of each high-frequency data point which maps the machine data to the exact control cycle it was acquired. Contrarily, the low-frequency data uses timestamps to index the published data. To synchronize the cycle-indexed high-frequency data and the timestamp-indexed low-frequency data, the cycle index and its corresponding timestamp are published as low-frequency data, enabling correct mapping.

In this work, the low-frequency data will be used to segment the continuous signal into individual cuts based on the G-Code and to assign the true cutting parameters, by monitoring the manual override functionality, to each segment. The high-frequency data will be used to derive information-dense features for the subsequent material identification. Besides the internal machine data, other data sources include the measured tool condition from the TCM system, baseline data as reference, and context data such as simulated process forces.

### Cut Segmentation

Typical machining programs consist not only of a single cut, but of multiple movement and cutting operations, such as roughing and finishing cuts in basic turning, which are combined to manufacture arbitrary shapes. In this work, the term cutting operation or cut for short refers to the time between a defined start trigger and its respective end trigger. G-Code analysis is used to segment the continuous process data into the individual cutting operations. Therefore, in an initial step each data point is associated to its cut. In between cutting operations, the machining axis might move, but as they are not in a cutting motion, these general movements are not of interest, therefore they can be discarded.

The segmentation is done by adding or specifying certain G-Code lines, indicating the start and end of each to-be-monitored cutting motion. Now, the process monitoring system can observe the event data stream, waiting for these specified G-Code messages of the respective cutting operation. An example can be seen in Algorithm 5 where the line “N1130 [...]” Cut-start starts the cutting operation while the cutting operation ends with line “N1140 [...]”; Cut-end”.

### Machining State Deduction

In a connected look-up-table, the planned cutting parameters can be found for each cutting operation indexed by the trigger command, see Figure 35. As the
Algorithm 5 Exemplary machine code with trigger

```
Ni120 G1 X=662.649 Z=-13.057
Ni130 G1 X=662.591 Z=-226.269; Cut-start ▷ Start trigger
Ni140 G1 X=667.352 Z=-228.789; Cut-end ▷ End trigger
Ni260 G1 Z=-231.503 F=0.5
Ni270 G1 X=285.342 Z=-236.871
...
```

machine operator has the option to manually adjust the cutting speed and the feed rate using the machine override, these effects need to be compensated. The value of both cutting speed and feed rate override as percentages can be read from the low-frequency data stream. Thus, the current values of the override functionalities are monitored and used to correct the planned cutting speed $v_{c,\text{plan}}$ and feed rate $f_{\text{plan}}$ to the true cutting speed $v_c$ and feed rate $f$.

![Diagram](image)

Figure 35: The designated cutting parameters can be found using the machine instructions.

To acquire information about the tool’s condition, the flank wear width $VB_{t_0}$ is derived from a TCM system when the tool is entering the process from the tool magazine. Throughout the cutting operation, a batch-agnostic tool life prediction model is used to approximate the continuous degradation as expected for an average batch of the specified material. Here, the Taylor model is used without being adapted for material-batch effects, thus using parameters approximating the general behavior of the material. Given the material-specific parameters $c_v$ and $k$, the estimated tool condition $VB_{\text{est.}}$ after a machining time of $\Delta t$ at a cutting speed of $v_c$ can be calculated using Taylor’s equation [52] as seen in Equation 24.

$$VB_{\text{est.}} = VB_{t_0} + \frac{\Delta t}{T} \cdot VB_{\text{th.}} = VB_{t_0} + \frac{\Delta t}{c_v \cdot v_c^k} \cdot VB_{\text{th.}}$$ (24)

While the factors cutting speed, feed rate, and cutting depth are technically continuous variables, in practice only certain values are chosen thus they can be treated as of categorical or discrete type. Similarly, the type of cutting tool is a categorical variable of the machining state. Only the estimated tool
condition shows continuous behavior. Therefore, the machining state would change constantly throughout operation, rendering machining state-specific models infeasible. Thus, it is necessary to discretize the tool condition, expressed as continuous flank wear width $VB$, to a categorical ordinal value $\bar{VB}$, by binning:

\[
\bar{VB} = \begin{cases} 
0, & 0\mu m \leq VB < 40\mu m \\
1, & 40\mu m \leq VB < 80\mu m \\
2, & 80\mu m \leq VB < 120\mu m \\
3, & 120\mu m \leq VB < 160\mu m \\
4, & 160\mu m \leq VB < 200\mu m \\
5, & 200\mu m \leq VB < 240\mu m \\
6, & 240\mu m \leq VB < 280\mu m \\
7, & 280\mu m \leq VB < 320\mu m \\
8, & 320\mu m \leq VB < 360\mu m \\
9, & 360\mu m \leq VB < 400\mu m \\
10, & 400\mu m \leq VB 
\end{cases}
\] (25)

Windowing

When the respective start trigger triggers the process monitoring algorithm, the system switches to its active state $s_A$, buffering all high-frequency $h$ and low-frequency $l$ streaming data. This buffer is evaluated once a predefined time of one second passes, or if the operator changes the override, thus changing the machining state. Once either condition is met, the buffered machine data is further evaluated. The buffered values are preprocessed using the data preprocessing routine and subsequently analyzed by the feature extraction routine to aggregate the streaming data into features $X$. Then, the extracted features with the respective machining state $\mathcal{M}$ can be used for material identification. The full procedure can be seen in Algorithm 6.

4.1.2 Data Preprocessing

The data preprocessing module aims firstly at unfolding the complex process data by reducing process dependencies and secondly enhancing the data through feature engineering. The three steps involved are baseline compensation, context correction, and data enrichment (see Figure 36).
Algorithm 6 Data Handling Pipeline

```
procedure HANDLE DATA(h, t, VB₀)
g ← FIND TRIGGER(t₀, Code)
if g ∈ Start Trigger then
    global s_A ← True
    global t₀ ← TIME
else if g ∈ End Trigger then
    global s_A ← False
end if
if s_A then  ▷ Buffer data when active
    v_cplan, f_plan, a_p, tool ← LOOK UP OPERATION(g)
    v_c ← v_cplan * lOverride
    f ← f_plan * lOverride
    Δt ← TIME - t₀
    VBₐ₀ ← TOOL LIFE PREDICTION(Δt, VB₀)
    VB ← BIN(VBₐ₀)
    M ← {v_c, f, a_p, tool, VB}
    buffer ← buffer ∪ h
end if
if Δt > 1s ∨ M ≠ Mᵣ₋₁ then
    buffer ← PREPROCESS DATA(buffer, M)
    X ← FEATURE EXTRACTION(buffer)
    MATERIAL IDENTIFICATION(X, M)
end if
end procedure
```

![Diagram](diagram.png)

Figure 36: The data preprocessing module can be broken down into three main steps.

### Baseline compensation

In baseline compensation, the acquired process data X is adjusted by a base value $X_{\text{baseline}}$ to compensate machine or process-induced characteristics. The compensated signal $X'$ can be computed as difference between X and $X_{\text{baseline}}$. Thus, during commissioning the required baseline data, reference data, needs to be acquired by observing the process data without any load.

### Context correction

Real-life machining operations do not confine to operating at a single machining state and alternate between many machining states throughout operation.
Thus, training machining state specific models becomes infeasible due to the large number of models needed and the reduced volume of relevant historic data for each machining state. This effect can be approached by introducing context information, allowing for a certain level of signal correction and therefore harmonization among machining states.

One manifestation can be found for turning operations with constant cutting conditions but a changing workpiece diameter. These show a significant impact of the diameter $d$ on the data of the spindle $X_{\text{spindle}}$, see Figure 37 a). When introducing this diameter as known context, its impact can be compensated as:

$$X'_{\text{spindle}} = \frac{X_{\text{spindle}}}{0.5 \times d}$$ (26)

Preliminary investigations have shown that the compensated spindle data is a more generalized feature as it removes the signal dependency on the workpiece’s diameter (see Figure 37 b) [P10].

![Figure 37: The uncompensated and context-compensated torque data of the spindle is shown for three cutting operations of the same material at different part diameters [P10].](image)

For more complex cutting motions with constantly changing cutting conditions, such as encountered during milling with changing tool engagements, a different context correction strategy is needed. Here, a cutting force simulation model is utilized, which simulates the expected cutting forces considering the true cutting conditions and the general expected material behavior. Using such models the expected process forces can be simulated with errors less than 10% [43]. Specifically, the cutting force simulation functionality of the computer-aided-manufacturing software $NX \ CAM$ is utilized, yielding the simulated forces for a planned machining operation. The expected cutting
forces that do not consider machinability deviations among material batches can now be compared with the process data observed during machining (see Figure 38). By comparing the simulated signal and the baseline compensated process data, an error signal $\mu$ can be computed. This error between the expected values and the true encountered values can be used to explain a degrading tool condition or a deviation in machinability among material batches. With the integration of a TCM system, the remaining unknown of the tool's condition can be resolved, thus allowing for the deduction of material batch machinability information.

Figure 38: Concept for sophisticated context correction introducing simulated process forces as a reference signal to extract batch-specific signal patterns.

However, the issue of data alignment arises. While the process monitoring data is indexed based on the timestamp of the NC at the respective cycle, the simulated process forces are non-dimensionally indexed, providing tuples of process forces and the respective tool center point. Thus, to calculate the difference of both signals, they first need to be aligned to a common index so that the correct data points can be compared to each other. To do this, the method of dynamic time warping (DTW) is researched, which finds the best non-linear alignment between two signals. In a preliminary set of experiments the parameterization of the DTW method are investigated, finding that the usage of the global window hyperparameter and the position signals as matching signals provides the best results with the least overall alignment error [S8].
Data Enrichment

To enrich the available process data, the acceleration $a(t)$, and subsequently the vibration, of each axis is computed as the second derivative of the measured encoder positions $x(t)$ (see Equation 27 and Figure 39) [Pio]. While the absolute encoder positions might carry information about the type of cut, but not the machinability of the material batch, vibration analysis is a common measure seen in similar material identification routines (see Section 2.2.3). However, compared to vibration signals acquired with external sensor equipment, the encoder position signals used are assessed with a frequency of 500 Hz. Thus, considering the Nyquist-Shannon sampling theorem $f_s \geq 2f_{max}$, only low-frequency vibrations of up to 250 Hz can be observed this way.

$$a(t) = \frac{d^2 x(t)}{dt^2}$$

(27)

![Figure 39](image)

Figure 39: Within the computed vibration signal different behaviors can be seen for two material batches.

4.1.3 Feature Extraction

Using the data preprocessing routine, the vibration and the preprocessed absolute or relative torque signal is available for each feed drive of interest, and the vibration signal and the preprocessed absolute or relative cutting force signal for each spindle. Thus, for a machine tool with three feed drives and a single spindle, a signal window of one second contains 4000 individual signal values, rendering a direct analysis infeasible. Thus, this high-dimensionality needs to be reduced using dimensionality reduction techniques, especially feature extraction followed by feature selection.
In Situ Identification of Material Batches

Feature Extraction

In feature extraction, signals are analyzed by predefined formulas to derive feature values. Here, especially statistical features, established metrics from the field of statistics, are commonly used in process monitoring. In particular, in this study, the mean (AVG), standard deviation (STD), skewness (SKEW), and kurtosis (KUR) are computed for each window of $N$ samples for signal $x$ as:

\[
\text{AVG} = \frac{1}{N} \cdot \sum_{i=1}^{N} x_i
\]

(28)

\[
\text{STD} = \sqrt{\frac{1}{N} \cdot \sum_{i=1}^{N} (x_i - \text{AVG})^2}
\]

(29)

\[
\text{SKEW} = \frac{1}{N} \cdot \sum_{i=1}^{N} \left( \frac{x_i - \text{AVG}}{\text{STD}} \right)^3
\]

(30)

\[
\text{KUR} = \frac{1}{N} \cdot \sum_{i=1}^{N} \left( \frac{x_i - \text{AVG}}{\text{STD}} \right)^4
\]

(31)

These features are computed for each signal individually. To identify each feature, the respective signal that it was computed on is denoted in subscript while the name of the respective drive or spindle is denoted as superscript, e.g. the kurtosis of the acceleration signal from the feed drive $X_1$ is denoted as $\text{KUR}_{\text{acc}}^{X_1}$.

Feature Selection

Not all extracted features might carry information about the material batch. Thus, a feature selection method is used to select the $n$ best performing features of all computed features. To do this, all potential combinations $X^y_z$ of feature $X$ for signal $y$ of axis $z$ are computed during model training. Now, recursive feature elimination is used to select the $n$ best features. For increased computational efficiency, a random forest-based auxiliary model is used for feature selection, as these models were shown to yield high prediction results at low training times for the task of supervised material batch identification [P11]. As machining scenarios might differ in their mechanical...
setup, the feature selection procedure is carried out during commissioning and model training, instead of proposing a generic set of features.

As the proposed feature selection method requires the presence of class labels for the calculation of the prediction impact of each feature, it is not suited for unsupervised settings. For these, an alternative strategy is used. This involves the usage of principal component analysis (PCA), which is an unsupervised method of transforming data to linearly uncorrelated dimensions, thereby increasing the information density in lower dimensions. Thus, similar to the recursive feature selection procedure, the PCA method is used to transform the training data into a training dataset of \( n \) features for unsupervised tasks.

4.2 Data-driven Material Identification Procedure

The machinability of the current material is determined by utilizing historic process data to find the most similar behaving material batch encountered in the past. Thereby, the knowledge of the measured machinability of the found historic batch can be transferred to the current material batch. Assuming that all potential material batch variations are known, the task can be worded as a supervised classification problem with the goal of finding a function \( g(X) \) that predicts a label \( \hat{y} \) of potential known labels based on the feature vector \( X \). However, as stated in the requirement R3, the number of material batches is not known prior to operation and might increase when material batches of novel machinability are detected. Furthermore, in practice, scenarios might be encountered with unclear associations between individual workpieces and their material batch or without available ground truth data regarding their machinability.

Thus, a novel material identification procedure is proposed consisting of several models to allow for material batch identification under the described constraints (see Figure 40). First, a novelty detection algorithm is integrated, capable of identifying whether the machined material has known or novel machinability behavior. Details regarding the novelty detection procedure can be found in Section 4.2.1. Second, for the case of a known material, a classification model is used. The classification model classifies the machined material among the material batches encountered in the past, finding the most likely material batch. The respective methodology will be detailed in Section 4.2.2. Third, an unsupervised clustering approach is proposed in Section 4.2.3 for an initial machinability estimation. This procedure can be used in situations without ground truth data available for training the supervised classification model as well as for analyzing the case of novel materials.
As the machining state significantly impacts the values of the feature vector, the different machining states need to be investigated separately. This is achieved by training individual instances of each model for each machining state. Thereby, the models can be optimized towards the identification of machinability deviations rather than machining state deviations as root-causes for observed signal deviations. Thus, the instance of the novelty prediction model $f(X)$ for analyzing data at machining state $M$ is denoted as $f_M(X)$.

### 4.2.1 Novel Material Detection

As shown in Chapters 1 and 2, the number of differently behaving material batches is not known prior to operation and can increase continuously. Furthermore, while a specific material batch might be encountered in the past, and thus is known generally, historic process data might not be available for the desired machining state. Thus, in this study, a material batch is considered known if a material batch with similar machinability was encountered in the past, the machinability of that material batch is characterized, and historic feature vectors for the given machining state are available. If any of these three requirements is not met, the material batch is considered novel for the specific machining state.

To predict the novelty of the sample associated to the process data $X$, a novelty detection model $f(X)$ is used. The novelty detection model is trained on the set of historic data for the respective machining state $M$ so that $f(X)$ yields high scores for samples that match the distribution of the historic data and low scores for data that does not match its distribution. This computed score is denoted as novelty score $s_{\text{novelty}}$. With the novelty of a sample expressed by the novelty score, the binary decision is made by comparing the novelty score to a predefined threshold, also known as a decision boundary. Novelty scores
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above the threshold are within the decision boundary, and are thus considered known, while samples that fall outside the boundary are considered novel.

During model training, the selected historic data can be extended beyond machining state $\mathcal{M}$. Thereby, especially for machining states with low data volume information from nearby, and thus similar, machining states can be utilized. Therefore, a compromise needs to be made between more accurate novelty detection results due to higher data volume versus less accurate detection results due to increased signal influences from machining state deviations. These tolerance limits $\mathcal{T}$ thus need to be adjusted for each machining state individually during model optimization. Given the limits for cutting speed $\mathcal{T}_{v_c}$, feed rate $\mathcal{T}_f$, and flank wear width $\mathcal{T}_{VB}$, the relevant training data $X$ for $\mathcal{M}$ can be found as a subset of all historic data $\mathcal{H}$ as:

$$X = \{ n \in \mathcal{H} \mid (v_{c,M} - \mathcal{T}_{v_c} \leq v_{c,n} \leq v_{c,M} + \mathcal{T}_{v_c}) \land (f_{M} - \mathcal{T}_f \leq f_{n} \leq f_{M} + \mathcal{T}_f) \land (VB_{M} - \mathcal{T}_{VB} \leq VB_{n} \leq (VB_{M}) + \mathcal{T}_{VB}) \land (\text{tool}_{M} = \text{tool}_{n}) \}$$

(32)

Besides optimizing the tolerance values for data selection, the specific novelty detection algorithm and the respective configurable parameters, in this study known as hyperparameters, need to be optimized. In this work, the novelty detection algorithms One-Class SVM and Isolation Forest [339] are selected.

To adjust a trained model for newly characterized material batches, the model training procedure needs to be executed again. When retraining the model, one needs to consider whether the data volume increased sufficiently, so that the chosen tolerances for sample selection can be decreased. Furthermore, the model could be adjusted regarding its sensitivity throughout operation without the need of retraining by adjusting the threshold of the decision boundary.

4.2.2 Material Batch Identification

With the material batch detected as a material batch of known behavior, the batch classification procedure can be carried out. To do this, a supervised classification model is used for predicting the class $\hat{y}$ based on the feature vector $X$. The target value, the material batch $\mathcal{B}$, is a categorical value. Thus, it needs to be encoded using one-hot encoding. Furthermore, the feature vectors are scaled to a standard distribution with a mean of zero and a variance of one to improve model training [305]. [P11]
The procedure for model training is shown in Algorithm 7. First, relevant training data needs to be selected from all available historic data (see Equation 32, page 95). Subsequently, the standardization procedure \( s(X) = \hat{X} \) is fitted to the distribution of the training data by computing the mean and standard deviation of the data. Furthermore, the one-hot encoding \( e(B) = y \) is initialized for the unique labels encountered in the training data. Both the fitted standardization model and the encoding model can then be used to transform the features and labels of the training data to their desired formats. These preprocessed features and labels allow the training of the classification model \( g(\hat{X}) \). As different machining states \( M \) might exhibit characteristic patterns, machining state-specific models \( s_M(X), e_M(B) \), and \( g_M(\hat{X}) \) are used. 

Similarly to the procedure described for training the novelty detection algorithm in Section 4.2.1, there are several hyperparameters within the material classification pipeline that can be optimized for each machining state. These include the tolerances \( T \) of training data selection, the type of classification model \( M \in M \) as well as all its model-type-specific hyperparameters \( P_M \). For each machining state, a different set of hyperparameters might perform best. To optimize \( T, M, \) and \( P_M \), a range of suitable options is defined for each dimension. Then, a grid-search approach using three-fold cross validation is used to find the best combination among the three categories. While the tolerance limits can be defined independently of the remaining categories, the hyperparameters depend on the selected model type.

Preliminary experiments reveal that tight \( T \) for training data selection, thus only using data points from the same machining state show the best performance when large amounts of training data are available. Contrarily, with less training data available, a significant improvement in prediction performance can be seen with increased \( T \), considering data from nearby machining states [P11]. Evaluating various classification models and training data volumes\(^1\), different behavior can be observed, see Table 6. As expected, more training data yields better prediction accuracies. While SVM and ANN show good performances for both high and low data volume scenarios, RF appears to only perform comparatively well for high data volume and LR only for low data volume scenarios.

During operation, the trained models are used for inference (see Algorithm 7, function \textit{predict}). The fitted classification model and the auxiliary data preprocessing models are loaded. The standardization is used to transform the feature vector. The fitted classification model \( g_M(\hat{X}) \) for machining state

\(^1\) The datasets considered for high volume scenarios contains 2785 samples on average and for low volume scenarios 1585 samples.
Algorithm 7: Train classification model

\begin{verbatim}
procedure TRAIN OPTIMIZED MODEL(\mathcal{M}, \mathcal{H}, \mathcal{T}, M, P)
    for all \mathcal{T} \in \mathcal{T}, M \in M, P \in P_M do
        X, B ← SELECT RELEVANT DATA(\mathcal{H}, \mathcal{M}, \mathcal{T})
        (X_1, B_1), (X_2, B_2), (X_3, B_3) ← SPLIT((X, B)) ▷ 3-fold split
        for i ∈ \{1, 2, 3\} do
            s, e, g ← TRAIN(X_i ∧ X_\((i+1)\%3), B_i ∧ B_\((i+1)\%3), M, P)
            \(\hat{B} ← \text{PREDICT}(X_\((i+2)\%3), s, e, g)\)
            score_i ← F1 SCORE(B_\((i+2)\%3), \hat{B})
        end for
        score_{T,M,P} ← \frac{1}{3} \sum_{n=1}^{3} \text{score}_n
    end for
    \(T', M', P' ← \text{max(score)}\) ▷ Select parameters of the highest score
    X, B ← SELECT RELEVANT DATA(\mathcal{H}, \mathcal{M}, \mathcal{T'})
    S_M, e_M, g_M ← TRAIN(X, B, M', P') ▷ Train models for operation
end procedure

function TRAIN(X, B, M, P)
    s ← FIT STANDARDIZATION(X)
    \(\hat{X} ← s(X)\)
    e ← FIT ENCODER(B)
    y ← e(B)
    g ← INITIALIZE CLASSIFIER(M, P)
    g ← TRAIN CLASSIFIER(\hat{X}, y)
    return s, e, g
end function

function PREDICT(X, s, e, g)
    \(\hat{X} ← s(X)\) ▷ Standardize feature vector
    \(\hat{y} ← g(\hat{X})\) ▷ Predict encoded label
    \(\hat{B} ← e^{-1}(\hat{y})\) ▷ Decode prediction to class label
    return \(\hat{B}\)
end function
\end{verbatim}

\(\mathcal{M}\) is used to predict the encoded material batch \(\hat{y}\). To decode the prediction, the encoder \(e(B)\) needs to be applied inversely so that the predicted material batch \(\hat{B}\) can be computed as:

\[
\hat{B} = e^{-1}(\hat{y})
\]

(33)

Besides accurate predictions, fast model training and inference times are important for operation. A fast model training time allows the investigation of large model-pipeline hyperparameter space \(\mathcal{T}, M, P\) when training and optimizing new models. Fast inference times however improve the usability due to reduced waiting times and enable future integration into smart control systems. Comparing the training times of the different algorithms, see Table 7, it can be observed that all algorithms have fast training times equal or less
Table 6: Prediction performance for material batch classification of different model types considering high and low amounts of available training data, adapted from [P1].

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>RF</th>
<th>NB</th>
<th>kNN</th>
<th>ANN</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>High data volume</td>
<td>89.0%</td>
<td>86.1%</td>
<td>81.2%</td>
<td>82.6%</td>
<td>85.7%</td>
<td>81.7%</td>
</tr>
<tr>
<td>Low data volume</td>
<td>70.3%</td>
<td>62.8%</td>
<td>47.3%</td>
<td>63.6%</td>
<td>71.0%</td>
<td>68.9%</td>
</tr>
</tbody>
</table>

than 21 seconds\(^2\). The fastest training times can be seen for the simpler models NB, kNN and LR while the longest training time of the ANN model is several magnitudes larger. In regard to their inference times, all investigated model types take less than 0.25 seconds for execution, with ANN being the slowest option. The models SVM, NB, and LR have the fastest execution times, taking less than one millisecond. Considering both training and inference times, the investigated ANN model type seems the least suited for the given task when comparing computational performance while all the remaining algorithms yield promising results. [P1]

Table 7: Comparison of the investigated model types in regard to their computational performance, adapted from [P1].

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>RF</th>
<th>NB</th>
<th>kNN</th>
<th>ANN</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training time</td>
<td>5.2 s</td>
<td>2.6 s</td>
<td>0.006 s</td>
<td>0.01 s</td>
<td>20.7 s</td>
<td>0.4 s</td>
</tr>
<tr>
<td>Inference time</td>
<td>0.7 ms</td>
<td>52.9 ms</td>
<td>0.7 ms</td>
<td>2.3 ms</td>
<td>223.0 ms</td>
<td>0.4 ms</td>
</tr>
</tbody>
</table>

4.2.3 Cluster Analysis

As shown in the previous section, supervised learning can be used for classifying the material batch currently being processed as one of the previously encountered material batches that were present during model training. However, in the case of novel materials, detected by the novelty detection procedure and for scenarios without any material batch information available, a different procedure is needed that can provide information about the machined material without requiring labelled data. Therefore, the usage of unsupervised clustering approaches is proposed.

The proposed concept can be seen in Figure 41. In an initial step, relevant historic data is selected from the database based on the machining state

---

\(^2\) Training and inference times are measured using a machine with Intel Xenon platinum processor running up to 3.1GHz, 8VCPUs, 16GB Ram running Ubuntu 18.05. The datasets used for training contained 2785 samples on average.
considering tolerances as shown before (see Equation 32, page 95). The selected feature vectors are now analyzed by a clustering algorithm regarding similar characteristics, assigning them to a cluster subsequently. Now, the available metadata about the samples aggregated in each cluster is associated to the respective cluster. If ground truth labels about the respective material batches are available, these are compared with the clusters found, assigning the label distribution within each cluster as the label of that cluster. Otherwise, the individual metadata such as date and production orders are used as cluster labels. Subsequently, the centroid $c$ of a cluster with $N$ samples is computed as the mean value of each feature vector $X$:

$$c = \frac{1}{N} \sum_{i=1}^{N} X_i$$

(34)

Figure 4: The clusters found are represented by the different colors and plotted using the tSNE method.

To enable a visual analysis of the data with the respective clusters found by the human operator, the high-dimensional data needs to be represented in 2D. This is achieved using the tSNE method, aggregating the feature vectors to two dimensions. The detected clusters are expressed by the color and style of each point plotted with the associated meta information shown in the legend. Furthermore, in process monitoring scenarios without any available material
batch information, the computed cluster map can be analyzed for related clusters that can be used to match experiences from the shop floor. Thereby, the clustering visualization can be used to derive necessary labels to transform the unsupervised clustering approach into the supervised classification approach.

During operation, the euclidean distances between a novel sample and each centroid are computed. The three closest clusters are considered relevant and used to transfer their associated cluster knowledge weighted by the inverse distance to the novel sample. Thereby, information about the novel sample can be derived as interpolation among the information of all close data points weighted by their similarity, with closer samples having a higher impact.

There are many algorithms for finding such clusters and assigning the samples to the respective cluster, however, most require parametrization regarding the expected amount of clusters - a requirement which can not be met in the present use case. Thus, the evidence accumulation algorithm [348] is used as no prior cluster count is required.
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Process optimization methods are needed that can utilize the identified material batch to recommend corrective actions to be taken by the operator to adjust the cutting process. Thereby, batch-aware process optimization is enabled. In this chapter, this process optimization as well as the derived smart manufacturing system for process optimization regarding deviations among material batches (SMaPOMBa) are shown.

In Section 5.1, the procedure of batch-aware process optimization is detailed. Here, established tool life prediction models are adapted to model material batch-specific machinability. If such information regarding the material batch’s machinability is available, the effect of changing the cutting parameters on different optimization targets can be computed.

Consecutively, given the methods proposed for TCM, material identification, and process optimization, specific operational strategies can be derived (Section 5.2). Next, these strategies are mapped into a service-based architecture, based on the individual methods and their interaction (Section 5.3). Finally, the prototypical implementation of the proposed smart manufacturing system is detailed (Section 5.4).

Individual services and architectures of the specific parts of the proposed smart manufacturing system were already discussed in publications by the author [P7, P11–P13]. Parts of the implementation were investigated in student’s work guided by the author [S5].

5.1 Optimization of Machining Processes Regarding Material Batch Deviations

The general concept for process optimization can be seen in Figure 42. Through the previously proposed material batch identification methods, Section 4.2, the most similar behaving material batch from the past can be identified for a given to-be-optimized material. This information can then be used to find information associated to the detected batch in the batch behavior index (BBI) and apply it to the material currently being machined. With machinability information available, the influence of changing the cutting parameters on the expected tool life is approximated and the impact on the optimization target is computed. Thereby, the cutting process can be
improved by finding the set of cutting parameters that optimizes the selected target metric.

![Diagram of Smart Manufacturing System for Process Optimization]

**5.1.1 Optimization Targets**

Cutting processes can be optimized towards various target metrics. In this study, the considered metrics are *total costs per part*, *production time*, *productivity*, and *net chip rate*. Furthermore, a specific maximal remaining production time can be set as a boundary condition to limit the search space. Thereby, more complex optimization targets, such as finishing a machining operation in a given time-frame at a cost optimum, can be realized. The general cost relations for turning operations, in accordance with [398], can be seen in Figure 43.

![Chart of Cost Relations in Machining]

**Figure 43**: Cost relations in machining based on the cutting parameters, adapted from [398].

The *total costs per part* can be expressed as the sum of the machining costs, non-productive costs, tool-change costs, and tool costs. The *production time* ($t_p$) is defined as the sum of machining time ($t_m$) and tool change time ($t_c$).
Furthermore, the *productivity* can be calculated as the inverse of the sum of $t_p$ and the non-productive time ($t_n$).

While $t_n$ needs to be determined empirically, $t_m$ can be found as ratio of the to-be-machined-volume ($V$) and the MRR and $t_c$ can be derived by the number of tool changes ($n_{tc}$), the time per tool change ($t_{tc}$), and the expected tool life $T$ of a cutting tool at given machining state $\mathcal{M}$ for batch $\mathcal{B}$ as:

$$t_c = n_{tc} \cdot t_{tc} = \frac{t_m}{T_{\mathcal{M}; \mathcal{B}}} \cdot t_{tc}$$  \hspace{1cm} (35)

Finally, the *net chip rate* (NCR) is defined as the effective material removal rate considering the non-cutting times due to tool changes. Thereby, the NCR is calculated as:

$$\text{NCR} = \frac{V}{t_p}$$  \hspace{1cm} (36)

### 5.1.2 Batch Behavior Index

For all optimization targets, the influence of the material batch’s machinability is expressed through the batch-specific tool life. Besides the *machinability*, other relevant *miscellaneous* batch-specific information is identified with the respective stakeholders from operation and technology teams. This includes metadata on the broadest level, such as the material supplier and the date the material was machined last as well as verbose statements regarding actions taken to improve the machining behavior. Both, the batch-specific machinability and the miscellaneous information are stored in the *batch behavior index* (BBI). Therefore, the BBI can include quantitative information such as measured tool life values from manual material characterization or qualitative information such as notes of the machine operator regarding process adjustments taken for improving the machining behavior.

For the machinability assessment, tool life models are of particular interest in this study, estimating the expected tool life for a given material and a set of cutting parameters. Among the many existing tool life models, the model proposed by Taylor in its original [52] and its extended versions [53] are especially suitable for industrial approaches due to their low number of parameters [51]. This methodology can be adapted for tool life prediction for material batches by computing *material batch-specific* coefficient parameters rather than *material grade-specific* coefficient parameters. In its original form, the expected tool life $T$ can be computed for cutting speeds $v_c$ given the two model parameters $c_p$ and $k$ (see Equation 37) [52]. In its extended version, the
model also considers the feed rate $f$ and cutting depth $a_p$ through additional parameters [53]. Given the material batch-specific coefficient parameters $c_t$, $m$, $n$, and $q$ the expected tool life $T$ can be computed for machining batch $\mathcal{B}$ at cutting parameters $v_c$, $f$, and $a_p$ as seen in Equation 38. While the original version requires fewer parameters and thus less effort for set-up, the extended version has a greater scope by covering the three main cutting parameters.

$$T = c_v \cdot v_c^k$$  (37)

$$T = c_t \cdot v_c^m \cdot f^n \cdot a_p^q$$  (38)

Thus, known coefficient parameters $k$ and $c_v$ or $c_t$, $m$, $n$, and $q$ for a specific material batch can be stored as entries of type *machinability* in the BBI and then used during operation to compute the expected tool life. Based on the selected model, boundary conditions that limit the scope of the model need to be considered. The coefficient parameters of the original Taylor model are limited in scope by the feed rate, cutting depth, and type of tool, while the extended version is only limited by the type of cutting tool used.

The BBI is designed as a set of entries, where each entry consists of a key, a type, a value, and optionally a scope. The key refers to the batch index for which that entry is valid. The type specifies whether the information is a machinability or a miscellaneous information while the value contains that specific information. Furthermore, if information of an entry is related to a specific cutting condition, it has to be specified as scope. As multiple behavior entries can be associated to the same material batch the key value is not unique. An example of multiple sample entries of the BBI can be seen in Table 8.

Table 8: Exemplary BBI containing different entry types.

<table>
<thead>
<tr>
<th>Key</th>
<th>Type</th>
<th>Value</th>
<th>Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{B}_1$</td>
<td>Miscellaneous</td>
<td>Last used: 2021-03-04</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{B}_2$</td>
<td>Machinability</td>
<td>$k=-6.68$, $c_v = 7.37 \times 10^{17}$</td>
<td>$M_{f \leq 0.7; a_p \leq 4}$; tool D</td>
</tr>
<tr>
<td>$\mathcal{B}_2$</td>
<td>Miscellaneous</td>
<td>“Use cutting tool type A”</td>
<td></td>
</tr>
</tbody>
</table>

The necessary set of BBI entries can be generated during or prior to operation. To do this, existing process information acquired in the past, i.e. batch-specific parameter coefficients of a Taylor model computed during manual material characterization, can be added to the BBI with the respective material batch as the key, and the used cutting tool type, feed rate, and cutting depth as the scope. Furthermore, the proposed TCM routine can be used throughout
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Given the identified material batch $\hat{B}$, the BBI is searched for entries with a matching key. If an entry is found that contains machinability information, such as the coefficient parameters $p$ for either the original or the extended Taylor model, the tool life $T$ can be computed for a potential set of cutting parameters $c$. Subsequently, $T$ can be used to calculate the various optimization target metrics $E$ for machining $\hat{B}$ at $c$. This approach can now be used to compute $E$ for the current cutting parameters $\hat{c}$ and for custom cutting parameters $c'$ defined by the user. Furthermore, the set $C$ of all potential cutting parameter combinations can be used as parameter space to find the combination $c_{ideal}$ that yields the extremum for the desired optimization target $E^{main}$.

While the optimal set of cutting parameters might provide the greatest impact on the desired optimization target, in practical scenarios other factors have to be considered, such as suggested cutting parameter limits by the tool supplier, manufacturing guidelines, or human expertise, which limit the theoretically computed optimized cutting parameters. Thus, besides calculating the ideal set of cutting parameters, visual tools are provided to the operator showing the impact on the target metrics of changing the cutting parameters. Thereby, the effects of adapting the cutting parameters can be analyzed.

Typically, the cutting speed and the feed rate are adjusted by the operator to improve the machining process. This can be carried out easily using the override functionalities of the machine tools without having to adapt the cutting program. Therefore, a visual assessment of the influence of adapting these parameters for the different optimization targets is precomputed and shown to the operator as a heat map (see Figure 44). The cutting speed is shown as the x-coordinate and the feed rate as the y-coordinate. The color shade represents the forecasted effect at each set of cutting parameters. Furthermore, the current cutting parameters and the ideal cutting parameters are shown, thereby visualizing the needed adjustments to reach a global or local optimum.

While the heat map allows an intuitive visualization of the effect of various cutting parameters on the primary optimization target, the effect on other targets might also be of interest. Therefore, a bar style visualization is used to show the effects for all optimization targets (see Figure 45). Additionally,
user-defined parameters can be considered, allowing for the forecasting of non-ideal parameters.

The complete procedure for parameter recommendation can be seen in Algorithm 8. Given $\mathcal{B}, \mathcal{M}$, the current cutting parameters $\hat{c}$, the main optimization target $E^{\text{main}}$, and optionally user-defined cutting parameters $c'$, recommendations can be generated. The BBI is queried by $\mathcal{B}$ to find relevant BBI entries. Entries of type miscellaneous are then directly conveyed to the operator. Furthermore, with the coefficient parameters $p$ present, the optimization targets $E$ are computed for $\hat{c}$, $c'$ and $C$. Thereby, the ideal set of parameters $c_{\text{ideal}}$ can be returned to the operator in combination with the computed heat map $HM$ and bar plot $BP$ detailing the effect of adapting the cutting parameters on the different optimization targets.

In the case of a novel material with transferred knowledge assigned, several material batch identifiers with individual weightings are predicted. Therefore, for each partially assigned material batch, the associated BBI entries are found, and the combined results are weighted based on the assigned weight of the respective material batch and returned to the user.
Figure 45: Visualization of the effect of current cutting parameters, custom user parameters, and the ideal recommended parameters on the various optimization targets.

Algorithm 8 Parameter recommendation

```plaintext
procedure RECOMMEND(\(\text{̂B}, M, \text{̂c}, c', E_{\text{main}}\))

\(\psi \leftarrow \text{SEARCH BBI(} \text{̂B, M)}\)

DISPLAY MISCELLANEOUS ENTRIES(\(\psi\))

if \(p \in \psi\) then

for all \(c \in (C \cup \hat{c} \cup c')\) do

\(T_c \leftarrow \text{TOOL LIFE}(p, c)\)

\(E_c \leftarrow \text{COMPUTE EFFECTS}(T_c, c)\)

end for

\(E_{c_{\text{ideal}}} \leftarrow \max E\)

\(c_{\text{ideal}} \leftarrow \text{argmax } E\)

\(HM \leftarrow \text{GENERATE HEAT MAP}(E_{\text{main}}, E_{c_{\text{ideal}}, \hat{c}, c'})\)

\(BP \leftarrow \text{GENERATE BAR PLOT}(E_{\hat{c}}, E_{c'}, E_{c_{\text{ideal}}})\)

return \(c_{\text{ideal}}, HM, BP\)

end if

end procedure
```

5.2 Operational Routines

In this section, different routines of the smart manufacturing system are proposed, using the introduced methods for tool condition assessment, material-batch identification, and process optimization.

- The *material-batch aware parameter recommendation* routine is the central routine of the smart manufacturing system, recommending changes to the cutting process during operation based on the detected material batch. Therefore, it is only used during operation to observe process data and to infer recommended corrective actions.
- For novel material batches, an *automated material characterization* routine is provided to assess their machinability throughout operation. This
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Involves both the tracking of the machined volume during the cutting operation and the assessment of the tool condition before and after the machining operation. The true material characterization and model retraining takes place during non-productive time such as maintenance work.

- Similarly, a continuous model improvement routine is incorporated for a continuous model improvement for known material batches. As detailed for the material characterization, the machined volume is tracked during the cutting operation and the tool condition is measured before and after machining. Through this, additional ground-truth data is generated once the process is stopped, which can be used to correct and retrain the respective models.

- Finally, a novel scene adaptation routine is detailed, which aggregates functionalities for generating the necessary training data for novel situations. This routine is only used outside normal operation when a new scene is introduced into the TCM system.

5.2.1 Material-batch Adaptive Machining

The concept for material-batch adaptive machining is realized as recommendation system and can be seen in Figure 46. At the start of the cutting operation, the TCM system is utilized to assess the condition of the cutting tool. During machining, the data handling pipeline is used to observe process data from the machine’s NC, deduce the current machining state, preprocess the process data, and aggregate the preprocessed data into information-dense features. Based on the machining state, the model storage is queried for the respective model instance matching the machining state. If no trained model is found, the respective model training routines are carried out for training the models, which can then be saved to the model storage for reusability.

![Flowchart of Adaptive Machining Process](https://via.placeholder.com/150)

**Figure 46:** General procedure for adaptive machining.
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With the loaded or freshly trained model, the novelty of the material currently being machined can be computed. In the case of a known material batch, it is classified using the material classification procedure. Now, the parameter optimization methods are used to calculate the expected tool life and recommend cutting parameters for optimized machining regarding the selected metric. Furthermore, verbose information is conveyed to the operator suggesting the change of the cutting parameters. In the case of a novel material being detected, the automated material characterization routine is initiated. Also, the cluster analysis is carried out. If ground-truth label information is available, the recommendations for each detected material batch are shown, allowing the operator to assess how the cutting process should be adapted.

5.2.2 Characterization of Novel Batches

As not all material batch variations are known prior to machining, material characterization needs to be carried out when encountering novel materials. Therefore, the automated material characterization routine guides the operator through the automated procedure for characterizing a novel material batch detected by the novelty detection (see Section 4.2.1). Through this, the material’s machinability is determined, which allows for its integration into the material identification procedure and the proposal of optimized machining parameters.

The main task involved is to assess a material batch’s machinability. As shown in Section 2.2.2, there are several approaches for describing the machinability of a material. In this work, the machinability assessment based on tool life is used as the ground truth machinability data. For this method of machinability determination, the wear of the cutting tool needs to be monitored in relation to the tool life. As the rate of tool wear typically depends on the cutting parameters, these need to be considered as well. While the tool’s usage time can be derived from the metadata of the cutting operation, the tool condition can be acquired using the TCM system proposed in Chapter 3.

The general procedure of the automated material characterization routine is shown in Figure 47. The procedure can be initiated manually or by the material batch-aware parameter recommendation routine detecting a material batch with novel behavior. With the novel material batch detected, the operator is tasked to choose an initial set of cutting parameters $c_1$. Given the set of initial cutting parameters, a fresh cutting tool is exchanged and the cutting process is conducted. Throughout the machining process, the monitoring strategy as shown before is executed, stopping the process once the cutting tool is worn out. Thereby, the tuple $P_1$ of ground-truth data
is yielded consisting of the selected cutting parameters $c_1$, the respective achieved tool life $T_{c_1}$, and the feature vectors $X_{c_1}$ computed from the observed process data. By doing this, initial information about the machinability of the novel material batch $B_N$ at $c_1$ is obtained.

![Flowchart](image)

**Figure 47:** The automated material characterization routine requires the completion of at least two full tool cycles at different cutting parameter to determine the material batch’s machinability.

However, when using the original Taylor’s model, the tool life needs to be determined at least for a second set of cutting parameters $c_2$. Here $c_2$ can only vary regarding the cutting speed $v_c$ from $c_1$ while the remaining cutting parameters must be kept constant. Different feed rates $f$ and cutting depths $a_p$ must be chosen only when using the extended Taylor model. However, in that case more support points are needed depending on the number of model parameter coefficients. Once the number $i$ of support points $\mathcal{P}$ meets the minimum amount $n$ of support points of the respective model, the model parameters are computed. Given the set of tool life and cutting parameters $v_c$, $f$, and $a_p$ of all support points $\mathcal{P}$, a linear regression model can be optimized using least squared error to approximate the coefficient parameters $c_t$, $m$, $n$, and $q$ of the transformed extended Taylor model (Equation 39).

$$\ln T = \ln c_t + m \ln v_c + n \ln f + q \ln a_p$$  (39)

The coefficient parameters can then be added as entries to the BBI. Furthermore, model instances of the novelty detection, batch classification, and clustering methods can be retrained for the investigated cutting parameters $c_i$.

The necessary behavior during the machining operation can be seen in Figure 48. With the material batch being detected as a batch of novel machinability, the expected tool life of the cutting tool for machining the respective batch is unknown and must be determined. Furthermore, the feature vectors need to be stored for later model training. The initial cutting parameters chosen by the operator are kept constant for the remainder of the cut to
ensure a constant machining state. The cutting process is halted at regular intervals, and the cutting tool is moved in front of the image acquisition unit. A picture of the cutting tool is taken, segmented by the proposed image segmentation model, and used to calculate the maximum flank wear width $VB_{\text{max}}$. Furthermore, the set of all detected wear defects is shown to the operator for manual machinability assessment. In parallel, the total machining time $t_m$ as well as the feature vectors computed from the process data are stored. Once the measured flank wear width meets a predefined threshold $VB_{\text{th}}$, the tool is considered worn out. The total machining time $t_m$ up to that point is used to quantify the machinability as tool life $T$. Now, the set of ground-truth information $\mathcal{P}$ consisting of the tool life reached $T$ at cutting parameters $c$ with the observed feature vectors $X$ is provided.

![Diagram](image)

Figure 48: During the investigation period of one tool life, the cutting process is halted regularly to determine the condition of the cutting tool, stopping the process once the end-of-life criteria is reached.

### 5.2.3 Continuous Model Improvement

Through the *continuous model improvement* routine, the manufacturing system uses new ground truth data acquired throughout the runtime to continuously optimize its models. Thereby, both erroneous predictions can be corrected and additional support points for parameter optimization are acquired. The general concept can be seen in Figure 49. During operation, the proposed classification models are used to classify the material batch based on the available data. However, due to environmental noise and model errors, faulty predictions might occur. Preliminary studies show that such lowered prediction accuracies are encountered especially for machining states with low data volume [P11]. Independent of the material batch predicted during machining by process monitoring, after completing the cutting operation the true machinability of the workpiece can be judged using the decrease in tool condition as absolute measure for machinability. This enables the comparison of predicted machinability and actually measured machinability. With the error between both measures, the process monitoring system can then be adjusted accordingly.
The specific procedure is shown in Figure 50. It is assumed that the expected tool life \( \hat{T} \) is smaller than the machining time \( t_m \) of all parts machined from one batch so that at least one full tool life can be observed during machining. The continuous model improvement routine is autonomously running in the background during operation and does not require input from the operator. The routine enters its active state once a new cutting tool is used. Now, the machining time \( t_m \) and the cutting parameters \( c \) are tracked throughout the consecutive machining operation. Again, the material identification procedure is used to identify the predicted material batch \( \hat{B} \) and recommend optimized cutting parameters \( c' \). These are now adjusted by the operator to cutting parameters \( \hat{c} \). The cutting parameters are then kept constant until the tool reaches its end-of-life. Thereby, the total machining time \( t_m \) characterizes the true tool life \( T \) of the true material batch \( B \) at cutting parameters \( \hat{c} \). Given the coefficient parameters of the Taylor’s model for \( \hat{B} \), \( \hat{T} \) at \( \hat{c} \) can be computed. Furthermore, the calculated feature vectors \( X \) are stored temporarily for potential post-process model retraining.

Assuming that \( \hat{c} \) stayed constant during the machining time of the investigated cutting tool, \( T \) can now be compared with \( \hat{T} \) to improve prediction performance. In case both metrics are similar, with similarity defined as a configurable relative deviation, the material prediction is judged as correctly classified. As a result, the acquired tool life \( T \) at \( \hat{c} \) is added to the support points for machinability model generation of \( \hat{B} \), the model parameter coefficients are recalculated, and the temporarily stored process data is added to the historic data. Thereby, the data volume and data variety increases.

Alternatively, if \( T \) and \( \hat{T} \) are not considered similar, it needs to be determined whether the material was actually from another batch manufactured in the past, thus a misclassification, or whether it is unknown with a novel behavior.
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Figure 50: Depending on the error between predicted tool life $\hat{T}$ and true tool life $T$ either model retraining or novel material characterization takes place.

For all known material batches $\mathcal{B}_i$, $i \in 1, 2, ..., n$ the expected tool life $\hat{T}_{\mathcal{B}_i}$ at cutting parameters $\hat{c}$ is computed. If no $\hat{T}_{\mathcal{B}_i}$ is similar to $T$ based on the same similarity criteria as before, the material batch machined is considered unknown, and thus the error can be attributed to the novelty detection procedure. Otherwise, if similar batches are found, the error can be assigned to the material identification method as a misclassification. For retraining, the most similar material batch is considered the true material batch. In this case, the new ground truth data point $\langle \mathcal{B}_i, \hat{c}, X \rangle$ is added to the support points and the model parameter coefficients are updated accordingly. Furthermore, the model instances are retrained with the new feature vectors. In case of unknown material behavior, the automated material characterization routine is initiated, using the data point $\langle \mathcal{B}_N, \hat{c}, X \rangle$ as the first support point for the novel material batch $\mathcal{B}_N$. Thus, the number of necessary cutting parameters is decreased by one. Here, no model retraining happens immediately as further support points are needed, thus offloading the model retraining to the material characterization routine.

5.2.4 Effective Adaptation to New Scenes

As previously introduced, significant influences of the environment such as the cutting scenario, the machine itself, or the surrounding environment require the different ML-models to be trained for one specific situation, a scene. Within a scene, all samples are expected to be rather similar and only vary in the degree of tool wear for the TCM and the impact of the
material batch for process optimization. When dealing with a large amount of scenes such as when operating many machines or when encountering domain variations, see Section 3.1.2, an effective adaptation of the trained models to new scenes becomes important.

While the process monitoring system itself can be adapted to new scenes through the automated material characterization routine, a functioning TCM system is needed for tool condition assessment. Thus, the focus of new scene adaptation is on the training of the TCM system for the visual characteristics of the images acquired in the new scene. The main constraint hereby is the usage of the least amount of manual labelling effort possible. Therefore, the proposed methods for effective labeling and efficient data reuse through domain adaptation are utilized.

The concept for an effective training of the TCM system is shown in Figure 51. Here, a small amount of images from the new scene is needed. Using these images, a process expert can use the proposed tool for data annotation, which provides an initial label estimation using unsupervised learning. Doing so, the expert is tasked to correct annotation mistakes by the annotation tool, thereby allowing for the labelling of enough data in a short amount of time. While the process expert needs to be involved during data annotation, the remaining procedure happens automatically. Using the manually generated low volume dataset of annotated images, the domain adaptation model is trained to translate the existing historic image data from other scenes to match the detected shape and visual properties of the new scene. Using the trained translation model, synthetic training data is generated. Both datasets, the labelled dataset and the synthetic dataset, can then be used to train the image segmentation models.

![Figure 51: The TCM training routine incorporates both manual image annotation and automated synthetic data creation to generate training data for training the image segmentation algorithms.](image-url)
5.3 Deduction of a Service-based Architecture

The different routines of the smart manufacturing system detailed in Section 5.2 aggregate the proposed methods for tool condition monitoring, material batch identification, and parameter recommendation into high-level functionalities commonly encountered during operation and set-up of the system. In this section, the individual methods and procedures are mapped into a service-based architecture, which is partly cloud-based and partly edge-based, with each service providing specific functionalities given the required input. Furthermore, the interfaces between the different services need to be defined. Through this, the architecture of the smart manufacturing system, which enables the execution of all proposed routines, is derived.

In Figure 52 the complete system can be seen using the Fundamental Modeling Concept notation. Here, a differentiation is made between agents and storage components. Agents represent active entities within the system such as sensors, services (executable scripts), and humans. Contrarily, storage components are passive objects containing various data elements that are stored over time, such as models and databases. Short-term data, such as the preprocessed feature vector or the identified material batch, are only of temporary interest at that point in time and are thus not considered storage. Furthermore, communication channels allow the transmission of information that does not need to be stored between agents. [399]

5.3.1 Storage Components

The model storage elements store the specific trained instances for all the different models used. This includes the image embedding models for the data annotation method, the image segmentation models, the novelty detection model, the batch classification model, and the clustering model. When models are trained with several instances, such as the scene-based image segmentation models and the machining-state-based material identification methods, the instance-defining parameter is used as a key so that the correct instance can be loaded during operation. The domain adaptation method does not have a model storage assigned, as the image translation model needs to be newly trained for each novel scene and is only needed once during initial training for the respective scene. Thus, saving the trained model for reusability is not needed.

Further image data storage components are used for the various TCM methods. These include the superpixel reference dataset for similarity calculation during annotation, the historic image database of micrographs and their respective annotated semantic label masks, annotated images, for the various scenes
encountered in the past and the reference image per scene used during image preprocessing for contextualization.

The process monitoring system utilizes a variety of storage components, as different types of information need to be made available for different purposes. Initially, during data preprocessing the look-up-table G-Code to machining state contains the mappings of the expected G-Code messages indicating the start of a cutting operation and the respective cutting parameters. Furthermore, the baseline data is stored as reference data for signal compensation together with the context data, used for context correction during preprocessing. Finally, the initial tool condition measured by the TCM system at the start of the cutting operation is stored to maintain a tool condition baseline throughout operation.
With the material batch detected, the parameter recommendation service utilizes both the BBI and the configured *business data*. The BBI is realized as a look-up-table, containing the coefficient parameters for process optimization models and miscellaneous entries indexed by the material batch ID. The business data contains relevant cost parameters needed to calculate the optimization targets and recommend optimized cutting parameters regarding the selected metric.

Finally, the derived feature vector, machining state, novelty, predicted material batch, and tool condition metrics are stored in a *buffer* for post-process evaluation. Thereby, with the knowledge of the true machinability, the model retraining service can append the observed process data with the correct machinability to the *historic process data* storage, which is persisted across machining operations and used to train the material identification models.

### 5.3.2 Active Components

The active components, shown as agents in Figure 52 include humans, hardware, and software services such as algorithms. The involved humans are the process experts, who are needed for annotating the cutting tool images, and the operator, who receives the recommendations from the smart manufacturing system and can thus adapt the cutting process. The primary hardware agent is the *machine’s NC*, which provides a continuous data stream of control data as well as machining settings. The second hardware agent is the *camera* that is integrated into the machine tool to take pictures of the cutting tool.

The *data annotation* service takes images from the image acquisition unit and provides a frontend to the process expert for annotating the data. The respective models used for hinting at the annotation are loaded from the model storage and are updated with every intervention by the human annotator. As an output, the service provides a set of micrographs and their respective annotated semantic label masks, which are stored in the *historic image* storage.

For model training, these annotated images of a novel scene are used by the *domain adaptation* service to train the temporary image translation model. With the trained translation model, historic data is translated to match the characteristics of the novel scene, thereby creating a synthetic dataset as part of the *training dataset*.

The *image preprocessing* service appends the reference image for the respective scene, loaded from the *reference image database*, to the micrograph as described in Section 3.2.1, yielding the contextualized image. During inference, this preprocessing step is carried out for each micrograph acquired by
the camera, while during model training the preprocessing step is carried out for each image in the set of real and synthetic training images.

*Model training* services are used both for training the image segmentation and the time-series models. For image segmentation, the temporary contextualized training dataset is used for novel scenes, while the time-series models are trained using *historic process data* as well as data acquired throughout operation from the buffer and the *ground truth data generation service*. For computational efficiency, only specific model instances for certain machining states are trained, such as the current machining state if no prior models are available, or the machining states encountered during automated material characterization. The model training service concludes by storing the respective model instances in the *model storage* and notifying consecutive services about training completion.

During operation, images are acquired by the *image acquisition unit* once a trigger from the machine’s NC is received. These images are forwarded to the image preprocessing service, appending the reference image to the micrograph. The contextualized images are then used by the *image segmentation* service. The trained image segmentation model is loaded from the *model storage* and used to evaluate the image. The prediction results are then directly analyzed by the *wear KPI calculator* yielding the desired wear metrics. Both the segmented image and the predicted wear metrics are shown to the operator using a frontend service. Furthermore, the assessed wear condition is added to the current machining state and provided as a data source.

The *data handling* service of the process monitoring system retrieves continuous process data from the machine’s NC. For the data preprocessing, further data sources are needed, such as the *G-Code to machining state*, the *baseline data*, the *context data*, and the *initial tool condition*. Using the procedure shown in Section 4.1, these data sources are used to continuously yield the current machining state and the preprocessed feature vector.

The three services *novelty detection*, *material batch classification*, and *clustering* provide the respective functionalities for material identification during operation. Each service uses the current machining state to load the respective model instances from the *model storage*. If there is no model trained yet for the given machining state, the *model training* service is tasked to train and provide a new model. With the trained model loaded, the *novelty detection* algorithm evaluates the preprocessed feature vector, providing information about the material batch’s *novelty*. Subsequently, either the *material batch classification* or the *clustering* service, based on the novelty information, are used to analyze the feature vector, yielding information about the estimated material batch.
5.4 Implementation

The recommendation service uses the detected process information, such as material batch novelty, detected material batch, or assigned material cluster, and recommends actions (see Section 5.1). To do this, the user-selected optimization target as well as the bbi is needed. The computed recommendations are conveyed to the operator through a frontend interface. Furthermore, the assessed novelty and the detected material batch are shown in the GUI to the operator.

Moreover, the ground truth data generation module uses the tool conditions assessed before and after machining in combination with the observed chip volume at the given machining state to calculate the true machinability after the end of a machining operation. This information is provided to the continuous improvement service.

The continuous improvement service observes the prediction behavior of the smart manufacturing system. Throughout operation, the computed feature vectors and the predictions from the novelty detection, batch classification, and clustering are stored in a temporary buffer. At the end of the cutting operation, the predicted machinability is compared with the true machinability computed by the ground truth data generation module. Now, the buffered data can be added with the true label to the historic database and model retraining is executed.

5.4 Implementation

The proposed smart manufacturing system is implemented as a prototype using primarily industrial edge and cloud computing technologies. First, in Section 5.4.1 an overview of the technical systems involved is given. The proposed microservice architecture is mapped onto these systems showing how intra and inter system communication can be realized. Subsequently, the prototypical implementations are detailed. For that, the various applications are grouped into edge applications (Section 5.4.2), cloud applications (Section 5.4.3), and remaining applications running on miscellaneous hardware (Section 5.4.4).

5.4.1 Distributed Logic Execution

For implementation, several types of logic execution levels can be used. These include edge computing, cloud computing, and miscellaneous computing, which groups other technical systems such as personal, industrial, and embedded computers. In this study, the solutions for machine tool applications provided by Siemens are used primarily. For edge computing, the Sinumerik Edge technology is used, which integrates well with machine tools using
modern Sinumerik motion controls. As a cloud computing platform, the MindSphere platform is utilized while also incorporating AWS cloud computing capabilities. Furthermore, the simulation of the expected process forces is done using the computer aided manufacturing software NX CAM.

The high-level communication between the different levels can be seen in Figure 53. The edge device is the central element between the machine network and the internet. Through the machine network, a connection between the machine’s NC and the edge device is established. Using the Sinumerik Adapter functionality of Sinumerik Edge, the various data streams from the machine tool are acquired and provided to the applications running on the edge device by publishing the data packages as messages to the data bus using the mosquitto protocol. Furthermore, this work implements a prototypical solution, which uses an embedded Linux computer as an intermediate layer for reading the microscope data.

Commercial and custom applications can be deployed on the edge device, reading from and writing to the data bus. Thus, different applications on the edge device can communicate with each other using the data bus or additionally by using application programming interfaces (APIs). The edge applications can also provide GUIs using the integrated reverse proxy technology. Thereby, a user-interface running within an application on the edge device is mapped to an open port of the device, enabling outside access. For the communication between the edge device and cloud platforms, the MindSphere connector can be used to upload specific messages from the data bus, while the FileUpload API can be used to upload files from the edge to the cloud. The communication from the cloud to the edge is carried out manually in this work. On the cloud system, native applications can be used for device management and data visualization. Also, custom applications can be deployed using the cloud foundry framework. The communication between the different types of data stored on the MindSphere platform, such as time series, events, and documents, and the custom applications, is handled by MindSphere’s APIs. In the prototypical phase of the proposed manufacturing system, remaining components, such as cloud computing services or personal computers of experts, are integrated on a manual file transfer basis.

With the different services and storage components defined, certain aspects that require special attention throughout implementation can be highlighted. For the three services data annotation, image segmentation (during inference), and parameter recommendation, a frontend element is needed to communicate with the user, such as a technology expert or machine operator. Furthermore, the services which involve model training especially for im-
age data, such as the domain adaptation service and the image segmentation model training services, require high computational power. During operation, both the image segmentation module and the process monitoring modules need to be connected to the NC for triggering the respective data acquisition. The image segmentation module also needs to be connected to the respective image hardware for image acquisition.

Based on these requirements, the distribution among platforms can be achieved (see Table 9). To agree with the computational need of the model training algorithms, cloud acceleration is used for the computationally demanding image segmentation training services. The services that are used during machining and require process data from the NC are best executed near the machine tool using edge computing. In its prototypical state, the cutting force simulation is carried out on the personal computer of the respective expert and an auxiliary device is needed for image acquisition.
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Table 9: Mapping of implemented and integrated applications to computing paradigms

<table>
<thead>
<tr>
<th>Edge computing</th>
<th>Cloud computing</th>
<th>Miscellaneous computing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data handling</td>
<td>Data annotation</td>
<td>Image acquisition</td>
</tr>
<tr>
<td>Novelty detection</td>
<td>Domain adaptation</td>
<td>Cutting force simulation</td>
</tr>
<tr>
<td>Batch classification</td>
<td>Model training(^\d)</td>
<td></td>
</tr>
<tr>
<td>Batch clustering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameter recommendation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data logging</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image segmentation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model training(^2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4.2 Edge Applications

On the Sinumerik Edge device, custom applications can be designed using the Sinumerik Edge AppSDK. The applications themselves are developed using the Docker [402] technology with each application potentially combining multiple specialized containers. The individual containers, their configurations, and the access to resources are specified in a docker-compose file. Additionally, the metaconfig file specifies the read and write access to the data bus running for each application on the edge device. Applications reading data from the databus are considered consumer applications while applications writing messages are called producer applications. In this work, the Python [403] programming language is used for backend applications and frontend applications. The Sinumerik Edge AppSDK includes libraries for data subscription to the data bus. Furthermore, a deployment pipeline exists that transforms custom docker containers into industrial applications for the exenia operating system, a modified version of Docker, which is running on the edge device. Applications prepared this way can be installed on individual edge devices through the respective associated MindSphere account. When the storage of time series data is required, the influxdb [404] technology is used as a time series database. Other objects are stored to the file system.

Data Handling

The data handling service is both a consumer and a producer application, consuming the continuous data stream provided by the Sinumerik Adapter and providing the current machining state and preprocessed feature vector.

\(^1\) Image segmentation models
\(^2\) Time-series models
The data handling routine operates a simple state machine to match the procedure shown in Section 4.1.1. By default, the application is in its waiting state. During the waiting state, only G-Code messages are observed and analyzed regarding the specified start trigger. Once such a trigger is observed, the application switches into the preprocessing state. In this state, the high-frequency control data is buffered to windows of fixed length, which are preprocessed and aggregated to information-dense features. In parallel, the G-Code messages are observed further. Once the end-trigger is seen, the machine switches into the waiting state. For the data alignment using DTW, the package dtw-python [405] is used. Furthermore, a parser is integrated for conversion of the text-based simulation data.

The four services novelty detection, batch classification, clustering, and parameter optimization follow the same service architecture. Each service has a subscription to the data bus. The novelty detection service is listening for feature vector and machining state data messages while producing novelty data messages. The material batch classification and clustering services are both listening for feature vector, machining state, and novelty messages while producing material-batch data messages. Once a message is received, the procedures shown in Sections 4.2.1, 4.2.2, and 4.2.3 are executed. The involved models are implemented in Python using the tensorflow [406] library when using ANNs and the scikit-learn [407] library for the remaining models. The calculated results are combined with the input data to form the message produced by the respective service.

The frontend GUI service is a sole consumer application. The application consists of a backend service, which observes the data bus for process recommendations, machining state, novelty, material batch, and cluster information and refactors the data into a format for the frontend application. The communication between frontend and backend is implemented using socket technology through the package python-socketio [408]. The frontend application can be seen in Figure 54. In the navigation ① the user can switch between the main process observation view and the configuration view. The configuration view (not shown) enables the setting of key-value pairs, such as the cost parameters. At the top of the screen, the current machining state is shown ② including the cutting parameters, the initial tool condition at start of the cutting operation, as well as metadata regarding the cutting operation. Below, a summary of the material identification system is seen ③ showing the predicted material batch and the computed recommendations with both concrete suggestions for optimized cutting parameters regarding the defined metric and the miscellaneous BBI entries associated to the identified material batch. Next to the summary, the effect diagram ④ is plotted showing the effect of changing the cutting parameters feed rate and cutting speed for the
selected metric as a heatmap. The bar chart style visualization showing the effect of the current, user-defined, and ideal parameters on all target metrics is visualized below. On the right side of the screen, detailed information regarding the state of the process monitoring system can be seen. The upper plot displays the predictions of the novelty detection algorithm and the middle plot shows the predictions of the batch classification algorithm. For the novelty detection, the novelty score is shown while the batch classification plot shows the predicted likelihood of all available batches. On the bottom, the computed cluster map with the respective labels, if available, is shown.

![GUI of SMaPOMBa](image)

**Figure 54:** GUI of SMaPOMBa, showing the predicted information as well as the recommendations to the operator.

**Logger**

The data logger is a consumer application observing all prediction outputs. These messages with their respective timestamps are stored in a temporary buffer for post-operation retraining. The data buffer is implemented as a time series database using the *influxdb* technology.

**Image Segmentation**

The *image segmentation* service consists of four specialized microservices: the *GUI*, the *backend*, the *parameter* service, and the *model execution* service. The *backend* service is the central service managing the other services. It
is implemented in Python running in a constant loop, waiting for new image data to arrive from the image acquisition service. Once new image data arrives, the model execution service is called to analyze the image yielding the segmentation results. These are provided to the GUI using a web-socket connection. The model execution service is implemented as a web server, providing one API endpoint for inference. By separating the backend service from the model execution service, the backend service can be implemented in a light-weight fashion while the model execution service is preloaded with the necessary libraries for model execution. The image segmentation models are implemented in tensorflow. The GUI provides the interface to the operator (see Figure 55). The interface shows the most recent measurements individually visualized as cards 1. Within each card, metadata such as the respective scene and timestamp of the measurement 2 are shown. Below, a warning 3 appears if the tool condition surpasses configured critical thresholds, such as a flank wear width of 400 µm. At the bottom of the card, the detailed wear metrics can be found grouped by type of defect and type of metric 4. On the right-hand side of the card, the used micrograph is shown with an overlay of the detected defect classes 5 and a zoom functionality to enlarge regions of interest 6. Furthermore, a separate configuration panel is available, which can be used to set parameters of the image segmentation routine 7.

Figure 55: GUI of the visual TCM system.
5.4.3 Cloud Applications

The different services for image segmentation model training and domain adaptation are all implemented as executable scripts running on AWS cloud servers with an integrated graphics processing unit (GPU). The PyTorch framework is used for the implementation of the domain adaption model while the remaining deep neural networks are implemented in tensorflow. Each script is scene-agnostic and can be adapted for the specifics of each scene and learning task by a configuration file. Trained segmentation models are exported in the .h5 format, which can be imported into the image segmentation application running on the edge device for inference.

Data Annotation

As the efficient data annotation method involves user interaction, a frontend application is needed. The frontend is implemented using VueJS framework. Through the interface, the operator can manage and create individual scenes, adapt the reference datasets, define novel class labels, and annotate images. In the annotation view, shown in Figure 56, several tools are provided to annotate images with their respective semantic regions. These tools include standard image manipulation tools such as shape-based selections and a brush tool, but also the proposed annotation suggestion method. Therefore, a two-step procedure is available. In an initial step the superpixels are generated and highlighted on the image through yellow lines. Subsequently, the metric learning-based recommendation can be used to find initial estimates of the class labels. These can be corrected by the user by selecting wrongly classified superpixels individually and selecting the correct metric using the context menu on the right-hand side.

5.4.4 Miscellaneous Computing

The image acquisition service is implemented using a Raspberry Pi embedded computer for logic execution and a five megapixel USB microscope camera. The computer is connected to the machine’s NC. Furthermore, the computer is connected to the edge device using the samba server by mounting a remote folder on the edge device to a local location on the Raspberry Pi.

The logic is running on a Raspberry Pi that is connected to the NC, the microscope camera, and the edge device. The procedure can be seen in Algorithm 9. The algorithm is running in a continuous loop, which is evaluated at the same frequency as the machine tool’s cycle. The NC can issue a status once the tool is positioned in front of the camera, which is observed by the control algorithm. When the respective status bit is set, an image is grabbed from
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Figure 56: The image annotation user interface contains traditional image manipulation tools as well as the proposed superpixel generation and label estimation methods [S5].

the microscope camera using the fswebcam [411] application. This file is then renamed with the current timestamp and saved in the mounted samba folder. Thereby, the file is made available to the image analysis methods running on the edge device.

**Algorithm 9** Image acquisition logic

| Require: | Samba folder mounted |
| Require: | Microscope camera connected |
| loop infinitely |
| \( b_2 \leftarrow \text{CHECK ANALOG INPUTS} \)
| if \( b_2 \) is set then
| \( u \leftarrow \text{GRAB IMAGE(microscope)} \)
| file name \( \leftarrow \text{TIME} \)
| SAVE IMAGE TO SAMBA(\( u \), file name) |
| end if |
| WAIT(next machine cycle) |
| end loop |

\( \triangleright \) Read status bit connected to NC
6 Validation

For the validation of the proposed methods, data from various manufacturing scenarios is acquired and used. Here, the typical validation workflow for data science projects is used of dataset division into training and testing datasets to ensure the representativeness of the reported scores and to avoid model overfitting.

In Section 6.1 the different methods proposed for effective image segmentation are validated. Subsequently, the remaining methods of the smart manufacturing system are validated in Section 6.2, investigating the applicability of the proposed smart manufacturing system to typical manufacturing scenarios. Due to the fact that not all types of data are always available, only selected components are validated in each scenario.

The contents of this chapter are supported by student’s work supervised by the author [S3–S5, S1]. Furthermore, the investigated validation use cases were published in parts in the publications of the author [P6–P11, P13].

6.1 Validation of Resource-efficient Image Segmentation for Cutting Tool Images

To validate the proposed methods, images from four different scenes, $S_a$ – $S_d$, are acquired. Images of all scenes are taken using different optical toolmaker’s microscopes. The resulting images for $S_a$ and $S_b$ have a raw resolution of 1024 by 1280 pixels while the images for $S_c$ and $S_d$ are acquired at a resolution of 1144 by 2392 pixels. All images are taken in RGB color mode. $S_a$ contains images of a cutting tool of type CNMM160612RP, $S_b$ consists of cutting tool type CNMG160612-PR4325, $S_c$ depicts an unspecified cutting tool of triangular shape, and $S_d$ is of cutting tool type FFQ4 SOMT 120516HP. Comparing the different tools (see Figure 57), differences in geometry and coating type can be observed. Furthermore, for $S_a$ and $S_b$ the influence of daytime brightness is visible in the images as varying image brightness depending on the time of day the images were acquired. Contrarily, $S_c$ and $S_d$ are acquired in a controlled environment with fixed illumination, thus showing no external brightness effects.

In a preprocessing step all images are horizontally aligned. Additionally, the images of $S_a$, $S_b$, and $S_c$ are cropped to an ROI with a width of 1024 pixels and a height of 512 pixels, while the images of $S_d$ are cropped to an ROI of size 1100 by 2200 pixels.
All images are annotated by process experts using traditional image manipulation software to acquire ground truth data. In this labeling process, each pixel is assigned a specific color that corresponds to the class the respective pixel belongs to. The finished masks are then exported as portable network graphics (png) images. Challenges in the labelling procedure are the similarities between the classes `flank wear` and `groove`. Furthermore, areas broken away from the cutting tool insert, which are showing background, are labelled as `catastrophic failure`. Among all scenes, the detected classes are: `background`, `undamaged tool body`, `flank wear`, `groove`, `BUE`, `chip notch`, and `breaking`. In
Table 10, the number of images that contain the respective defect type are shown for all scenes. The classes background and undamaged tool body are visible in all images. Defects that appear in less than five images are discarded (italic entries in Table 10). It can be seen that flank wear is present in most images. Regarding the remaining defect types, different distributions can be observed. For $S_a$ and $S_b$, the defect BUE is rather prominent. $S_d$ however contains mostly groove, chip notch, and breaking defects.

Table 10: Class presence per defect for each scene.

<table>
<thead>
<tr>
<th>Defect Type</th>
<th>$S_a$</th>
<th>$S_b$</th>
<th>$S_c$</th>
<th>$S_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples showing flank wear</td>
<td>153</td>
<td>197</td>
<td>39</td>
<td>121</td>
</tr>
<tr>
<td>Samples showing groove defects</td>
<td>20</td>
<td>3</td>
<td>0</td>
<td>52</td>
</tr>
<tr>
<td>Samples showing BUE</td>
<td>107</td>
<td>110</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Samples showing chip notch</td>
<td>22</td>
<td>1</td>
<td>9</td>
<td>63</td>
</tr>
<tr>
<td>Samples showing breaking defects</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>61</td>
</tr>
<tr>
<td><strong>Total sample count</strong></td>
<td>155</td>
<td>200</td>
<td>39</td>
<td>123</td>
</tr>
</tbody>
</table>

In Figure 58 the distribution of the defect sizes are shown for all investigated scenes. It can be observed that there is a wide variety of sizes for chip notch, starting at $0.003 \text{ mm}^2$ for $S_a$ up to $7 \text{ mm}^2$ for $S_c$. For the flank wear, all investigated scenes show similar average values between $0.3 \text{ mm}^2$ and $1 \text{ mm}^2$. The defect BUE is about one magnitude lower than the flank wear defect. The largest defect areas can be seen for the groove in $S_d$ and breaking in $S_a$, $S_b$, and $S_d$.

Among all defects, the flank wear width as a primary wear metric is investigated in greater detail (see Figure 59). For $S_a$, an even distribution of the maximum flank wear width $VB_{\text{max}}$ between values of 100 $\mu$m and 350 $\mu$m can be seen. Similarly, the average flank wear width $VB_{\text{avg}}$ is evenly distributed with values ranging from 0 $\mu$m to 200 $\mu$m. The tools from $S_b$ show a similar normal distribution for $VB_{\text{max}}$ centered around the average value of 180 $\mu$m. Here, tools are considered worn when reaching a $VB_{\text{max}}$ of 300 $\mu$m, thus only a few samples with higher wear values exist. For scene $S_c$, there is little data for unworn tools as most images are taken of tools after they are replaced. Thus, maximum flank wear width values range mainly from 300 $\mu$m up to 750 $\mu$m, with average flank wear width values between 150 $\mu$m and 250 $\mu$m. The final scene $S_d$ features both cutting tools with high and low degrees of flank wear. For most images the average wear $VB_{\text{avg}}$ is a normal level between 0 $\mu$m and 200 $\mu$m when the tools are exchanged. However, the extreme wear
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values range from \(100 \, \mu m\) up to \(700 \, \mu m\) indicting a strongly varying degree of wear among the images of the same scene.

6.1.1 Optimized Image Segmentation

For all scenes, the different image segmentation alternatives are validated. For the window-based method, a window with a height and width of 48 pixels is selected. The created windows are split into the respective subsets for training, validation, and testing on the image level. Thus, 80\% of all images are selected as training images and their windows are put into the training subset. Similarly, the validation and testing subset contain 10\% of all images each. For the manual CNN approach, hyperparameter optimization of the base network structure, as proposed in Section 3.2.3, is carried out with the training and validation subsets using the `tune` [412] library. Thereby, slightly different network architectures are found for \(S_a\), \(S_b\), \(S_c\), and \(S_d\). Independent of the network architecture and optimizer, model training is carried out for 200 epochs with a batch size of 16. For one-pass image segmentation, the `DeepLabV3Plus` architecture is chosen. The architecture is implemented as proposed originally. Independent of the image resolution in the respective scene, all data is resized to a common format of 1024 by 512 pixels. All algorithms are trained and optimized on the training and validation subsets and evaluated on the testing dataset using the mIoU metric. The obtained
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Figure 59: Measured flank wear widths.

scores are shown in Table 11. The high mIoU scores, especially for the window-based approach, show the suitability of the proposed method for semantic image segmentation of cutting tool images.

Table 11: Prediction performance in mIoU for the window-based and the one-pass segmentation alternatives for the different datasets.

<table>
<thead>
<tr>
<th>Scene $\mathcal{S}_a$</th>
<th>Scene $\mathcal{S}_b$</th>
<th>Scene $\mathcal{S}_c$</th>
<th>Scene $\mathcal{S}_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window-based (CNN)</td>
<td>0.86</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td>One-Pass Segmentation</td>
<td>0.70</td>
<td>0.92</td>
<td>0.63</td>
</tr>
</tbody>
</table>

6.1.2 Efficient Training Data Generation

For the validation of the efficient annotation procedure, a user study is carried out [P9]. Each user is given a short explanation about the functionalities of the labelling tool and the annotation task. Consecutively, parts of an image need to be labelled by the user with two methods. In the first method, only traditional annotation tools such as bounding box selection and the brush tool are made available. In the second method, the proposed method
of superpixel generation and deep-metric learning based suggestions can be used, thus requiring the user to only check the quality of the prediction and correct mistakes by the algorithm. To avoid bias, the order in which both methods are tested is alternated among the individual test users. For each annotation run, the time taken, the manual interactions (clicks), and the mask quality are measured. Here, the mask quality is measured as the mIoU between the user-generated mask and available ground-truth masks. In total, ten experts took part in the study, each labeling two images. [P9]

The results of the study are shown in Figure 60. It can be observed that the average labeling time per picture was reduced significantly from an average of 205 seconds for the traditional image annotation to 25 seconds for the proposed procedure. This can also be seen through the number of interactions taken by the user. In the traditional method, between 75 and 310 clicks with an average of 105 clicks were needed for the annotation of a single image. Contrarily, for the proposed method between three and 31 clicks with an average click count of 14 are recorded, which corresponds to the manual correction of wrong predictions by the underlying deep metric learning algorithm. In terms of prediction quality, the partially automated masks show higher quality than the fully manually annotated ones. Thereby, it can be seen that using such an efficient annotation tool reduces the labelling effort and increases the data quality. [P9]

![Figure 60: For the validation of the image annotation procedure the proposed method (M2) is compared to traditional image annotation (M1) through user tests, adapted from [P9].]
6.1.3 Context-sensitive Data Augmentation

The available images from the different scenes are used to validate the image warping strategy for shape adaptation. In Figure 61 samples of warped images can be seen. Comparing model training on originally-shaped images to warped-to-target images, an increase of 0.11 mIoU score can be observed when using the warped dataset [S3].

![Sample images after being warped to the shape of the target scene.](image)

For a quantitative validation of the domain adaptation procedure, the data from $S_a$ and $S_b$ are considered known, while $S_d$ is considered novel. Initially, a small number $n$ of annotated images from $S_d$ is provided to train the domain adaptation models while the remaining images are used for testing. The GAN model used for visual image translation is implemented as described in Section 3.4.2 and trained for 800 epochs using the Adam [351] optimizer with a learning rate of 0.0002 and a momentum of 0.5 on the $n$ training samples from provided $S_d$. Using the trained generator part of the GAN model, the available image masks from $S_a$ and $S_b$ are used to create the synthetic datasets $S_{a\rightarrow d}$ and $S_{b\rightarrow d}$. Using these in combination with the $n$ training samples provided, the DeepLabV3Plus image segmentation model is trained and used to evaluate its performance on the withheld dataset from $S_d$. [P8]

In Figure 62, synthetic images created throughout the training of the image translation procedure are shown. It can be observed that for early epochs many artifacts are visible while the predictions from later epochs show high similarity to the original image provided.

The influence of the number $n$ of training samples is visualized in Figure 63. It can be observed that the classes background and undamaged tool body
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Figure 6.2: Improvement of synthetic image generation during model training.

can be detected well from the first image provided and reach scores of above 0.9 IoU with three or more training images. For the different investigated defects, a higher number of samples is needed for detection. The flank wear defect reaches an initial prediction accuracy of 0.4 IoU with three training images and a score of 0.7 IoU with ten images provided. For the groove defect, sufficient detection is possible with only ten training images provided. The defect BUE was not detected at all. The reason can be found in defect distribution. While the historic scenes $S_a$ and $S_b$ contain a significant amount of BUE, this defect is only visible in two images of $S_d$. Thus, it is likely for it not be part of the $n$ images selected for training the generator model. Moreover, the generator can only predict classes it has seen during training. [P8]

Comparing the number of annotated training data from a novel scene needed to reach a certain score, the quantitative benefit can be seen. The proposed training strategy using domain adaptation requires three annotated samples to reach a score of 0.5 mIoU while in traditional training ten images would be required. Similarly, the score of 0.7 mIoU achieved with ten annotated images by the augmentation method is reached by traditional training only when supplying 30 training samples. [P8] Thus, it can be summarized that domain adaptation enables the usage of historic training data and can reduce the labelling effort by two thirds.

6.2 Validation of the Smart Manufacturing System

To validate the remaining methods and procedures of the proposed smart manufacturing system, different experiments and operational scenarios are
investigated. These include the turning of multi-material parts (Section 6.2.1), the face milling of motor shafts (Section 6.2.2), the turning of gears (Section 6.2.3), and turning in an experimental setting (Section 6.2.4).

### 6.2.1 Machining of Multi-material Parts

With the advances of additive manufacturing, load-optimized parts can be manufactured not only in arbitrary shapes but also combining different materials optimized to the desired material properties. One such technology is wire arc additive manufacturing (WAAM), which is especially promising for the manufacturing of large volume parts, such as load-optimized support structures found in aerospace and medical equipment. Parts produced by such processes come with a rather bad surface quality, which needs to be post-processed using machining operations. With the multiple materials involved in parts manufactured this way, the material batch identification methodology proposed in this work is transferred to and evaluated for the material type identification task in this context.

A tube with an inner diameter of 57 mm, a maximum wall thickness of 12 mm, and a height of 129.5 mm is fabricated using the WAAM process. First, the lower part of the tube, \( z \in [62.5 \text{ mm}, 129.5 \text{ mm}] \) is manufactured using an AW-6060 aluminum wire (see \( \text{2} \), Figure 64). Then, the upper part of the tube, \( z \in [0 \text{ mm}, 62.5 \text{ mm}] \), is built using an AW-5087 aluminum wire material (see \( \text{1} \), Figure 64). Due to material interactions in the transition zone, the exact point of transition is unknown to the operator.
Figure 6.4: Additively manufactured tube consisting of multiple materials.

The tube is machined using a turning process to reach the desired shape and surface quality. In total, six cuts are carried out with a cutting depth $a_p$ of 0.458 mm. All cutting experiments are conducted at the same machining state. Throughout all experiments, the position and torque data for the main spindle, the feed drive, and the depth drive are observed and stored. Out of the six cuts acquired, the initial cut is discarded due to the extreme uneven surface finish. The remaining five cuts are referred to as cut #1, cut #2, cut #3, cut #4, and cut #5.

For the evaluation of the proposed material identification methods, the data is split into a training and testing dataset. The training dataset will be used to train the respective novelty detection and material identification models while the testing dataset will be used to benchmark these models and report the final scores. From the cuts #1, #2, and #3 the data acquired between a $z$ of 5 mm and 65 mm are considered training data for material B, and the data observed during a $z$ of 75 mm and 135 mm are considered training data for material A. The initial and final 5 mm are discarded due to transient response effects. Furthermore, the 10 mm near the expected material transition zone are discarded as no definite ground-truth data is available about the true material type. The remaining data from cuts #4 and #5 is then used as testing dataset.
The baseline-load for each axis is measured prior to machining and used to preprocess the signals. Furthermore, the cutting force is computed from the spindle torque using the respective diameter. Out of the 24 potential features, the recursive feature elimination method finds the ten most important features as: AVG$_{Force}$, STD$_{Force}$, AVG$_{Torque}$, STD$_{Torque}$, KUR$_{Torque}$, AVG$_{Torque}$, STD$_{Torque}$, STD$_{Acc}$, SKEW$_{Acc}$, and KUR$_{Acc}$. The best-performing novelty detection algorithm is found as One-Class SVM with the rbf kernel, a $\gamma$ of 0.4, and a $\nu$ of 0.1. On the test-dataset the algorithm correctly classifies all samples as known. The best performing classification algorithm for material classification is found as RF with 19 estimators, the entropy criterion for purity measurement without constraining the tree construction regarding depth and number of considered features. On the test-dataset the algorithm achieves an F1 score of 0.91. Detailed results can be seen in the confusion matrix in Table 12.

Table 12: Confusion matrix showing the materials predicted by the material classification algorithm.

<table>
<thead>
<tr>
<th>Predicted Material A</th>
<th>Predicted Material B</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Material A</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>0.0%</td>
</tr>
<tr>
<td>True Material B</td>
<td>18.7%</td>
</tr>
<tr>
<td></td>
<td>81.3%</td>
</tr>
</tbody>
</table>

Furthermore, Figure 65 shows the model’s predictions for the full testing cuts #4 and #5 including the transition region. In this two-class problem the probability of material B is inversely correlated to the probability of material A and is, thus, not visualized. It can be seen that for both cuts a few misclassifications appear during the initial part of the machining process while cutting the first material. Also, within the material transition zone, the probability drops to around 70%. Contrarily, the second material is classified perfectly with probabilities close to 100% for most of the remaining cutting process.

Thereby, the applicability of the proposed material batch identification procedure for the identification of different material types during machining of multi-material parts is shown. This enables the definition of material-specific cutting parameters and their suggestion to the operator during machining.

6.2.2 Face Milling of Shafts

A face milling batch production process is analyzed for the validation of the proposed procedure under limited data availability. In the investigated process, the face of shafts, used in electric motors, are machined to finish
using a face milling operation. In a preliminary process, the respective bar stock of multiple meters length is sawed to the needed dimensions with 2 mm excess on either side. During the machining operation of interest, the shafts are then machined on both sides with an initial roughing operation and a consecutive finishing operation to reach the desired dimensions with high surface quality. There are several product variations of the produced shaft, which vary in shaft diameter and base material. Independent of the variation and cutting operation, the same cutting tool is used, which consists of seven cutting tool inserts. Throughout operation, the usage time of the cutting tools is tracked. Once a critical level is reached or the condition of the tools is determined as worn, all cutting tools are replaced with fresh cutting tools, either by rotating the inserts to a fresh cutting edge or by replacing the inserts.

The cutting process is observed during normal operation for a period of three months. During the observation phase, the needed control data, the tool changes, and the runtime of each tool are logged. After completion of the observation period, the data is analyzed with the proposed methodology regarding material batch influences. As the individual cutting operations
per part are short in respect to the tool life, no ground-truth data about the true machinability of the various parts can be acquired. Furthermore, no specific information about individual material batches are available, however differences in the behavior of the materials are observed by the operators for certain days. Thus, a qualitative analysis is conducted to show that the effect of material batches can be seen through cluster analysis.

Throughout the observation period, a total of 10772 parts are processed. Among these, different product variations can be distinguished based on the shaft’s diameter and the base material. The most common diameters are 32 mm with 2275 parts, 73 mm with 2103 parts and 40 mm with 1686 parts (see Figure 66 - a). 4196 parts are made out of ST60 and 11 out of 42CrMo (see Figure 66 - b). The base material information is missing for the remaining 6565 parts. Among the different diameters, the most complete dataset can be found for 32 mm diameter parts with 2243 parts of ST60. Thus, this data subset is used for the consecutive analysis. Furthermore, only data acquired at similar tool conditions is used to ensure comparability. Therefore, only cutting operations conducted with fresh cutting tools are considered. Here, fresh is defined as the cutting tool being within its initial 15% of assumed tool usage time.

![Bar chart](attachment:figure66.png)

Figure 66: The observed parts vary significantly regarding its diameter and slightly regarding the base material. Only product variations with more than 100 samples are shown.

For the data preprocessing, the cutting forces are simulated using *NX Cam* and the baseline loads are determined. Both the measured and the simulated force signals are aligned by the DTW methodology. Furthermore, the signal trends $F'$ and $\mu'$ for the signals $F$ and $\mu$ are computed using a Butterworth lowpass filter [413] with a cutoff frequency of 15 Hz. In Figure 67, the simulated forces $\tilde{F}$, the baseline compensated machine data $F$, and the computed ratio $\mu$ are shown for the spindle as well as the x and z feed drives. In general, a
good alignment between simulated and computed cutting forces can be seen throughout the cutting operation. The ratio of both signals is computed as $\mu$ indicating the influence of the material batch’s machinability. It can be seen that, except for the initial signal part, $\mu'$ shows constant behavior. Thereby, the usage of simulated and observed force ratios can be validated.

Figure 67: Simulated cutting forces $\tilde{F}$, measured force data $F$, and the computed batch-implying fraction $\mu$ for an exemplary cutting operation of a 32 mm diameter shaft with a fresh cutting tool.

In this scenario, no ground-truth data about each material batch is available. Thus, only the clustering approach can be validated. In Figure 68, the cluster map for the data points from 32 mm diameter parts are shown. As described, the preprocessed and compensated machine signals are aggregated to dense feature vectors. As the individual cuts are less than one second, the windowing procedure is skipped and the full cutting operation is considered a single window. The feature vectors computed this way are standardized to a mean of zero and a standard deviation of one before computing the clusters. For cluster computation, the evidence accumulation algorithm with a $t$ value of 0.5 and a $N$ parameter of 50 are chosen. After the iterative procedure, 17
individual clusters are found. For simplicity, clusters with less than 15 members are disregarded and aggregated as cluster -1. The computed clusters are highlighted by the color of their marker in the tSNE visualization. Analyzing the distributions, it can be seen that the data points are separated well by the tSNE method, and that the identified clusters match human intuition. Three clusters, cluster 6, cluster 8, and cluster 12 can be identified with no overlap to other clusters and large distances between the clusters. Among the remaining clusters, three cluster groups can be observed with their data points in proximity: Clusters 19, 21, and 22; Clusters 23 and 27; and clusters 10, 11, 25, and 26.

Figure 68: In the 2D visualization of the computed feature vectors at similar machining states, using the tSNE method, several clusters can be observed, which are identified by the evidence accumulation algorithm.

Considering the data selection to samples of comparable conditions, it can be inferred that remaining signal deviations can be attributed towards differences in machinability of the encountered material batches. Thus, as the clusters are found based on the similarity of process data, it can be assumed that parts within the same cluster are from the same material batch and the material batches of one cluster group might behave similar in comparison to material batches from other cluster groups.

As ground-truth data is not available for validation, the date of the respective machining processes is investigated. It can be assumed that throughout operation different material batches, e.g. from different suppliers or from
different heats, are machined. Furthermore, it can be assumed that the material is continuously delivered as needed, and then processed in a timely manner. Therefore, parts from one material batch should be machined at similar dates. Such an analysis is shown in Figure 69, plotting the ratio of the detected clusters for each day. It can be seen that parts associated to cluster 25 and 26 were mostly produced on day 33, parts of clusters 6 and 8 on day 18 and day 19, parts of clusters 10, 11, 12, 23 on days 20 and 21, and parts of clusters 19, 21 and 22 on days 30 and 31. This shows that parts belonging to one cluster were mostly machined on a single day or two consecutive days. Thus, as the detected clusters are not randomly distributed among all days but correlate with the production date, it can be concluded that the clusters found capture effects of material batches with different machinability.

Figure 69: Distinct patterns of detected clusters can be observed in regard to the production date.

6.2.3 Small-sized Lot Production

The material identification methods are validated for a small-sized lot production use case. Medium-sized gears are preprocessed using turning operations. The production takes place in lots of six workpieces, which are processed in several roughing and finishing operations to shape the stock material to the desired geometry. Among the different lots, different product variations, varying in part diameter and part height, are manufactured. Independent
of the variation, the same base material, 18CrNiMo7-6, which is quenched and tempered, is used for all observed parts. Furthermore, all parts are machined at the same cutting parameters following similar machining programs. Machining is carried out using a vertical lathe. The processing of one lot, including planned maintenance, takes approximately eight hours. The cutting time of the investigated finishing cut is approximately three minutes. For each operation, a different type of cutting tool is used. Tools are replaced at the start of each lot or when they reach their end-of-life.

The following validation approach is chosen: During the machining process the required process data is monitored. Furthermore, at the end of each cutting operation, the flank wear width of the cutting tools is measured. Baseline data is acquired as machine data at the start of each cutting operation but before the tool engages the material. Subsequently, complete datasets are selected from the experiments, which will be used for model training and testing. The data from the first three lots will be used to train the novelty detection and material identification methods for testing. The remaining data is analyzed lot by lot, based on their chronological order. For each part within a lot, the novelty detection is carried out. If the material is detected as known, material identification is carried out. Materials detected as novel are considered a new unique material. In this case, both the novelty detection and material identification model are retrained with the so far observed data. Furthermore, for continuous improvement, all models are retrained at the end of each lot with the newly observed data.

**Results**

Due to the nature of using true process data, the dataset is incomplete. For the investigated finishing operation, data for eight lots with a total of 25 parts is available. The data of the first three lots, which amounts to seven parts, is used for the initial model training. The parts of the first lot are defined as batch $B_1$, the second lot as batch $B_2$ and the third lot as batch $B_3$. Among all features the ten most important features are found as: $AVG^X_{\text{Torque}}$, $STD^X_{\text{Torque}}$, $AVG^Z_{\text{Torque}}$, $STD^Z_{\text{Torque}}$, $AVG^C_{\text{Force}}$, $STD^C_{\text{Force}}$, $\text{SKEW}^C_{\text{Force}}$, $STD^X_{\text{Acc.}}$, $STD^Z_{\text{Acc.}}$, and $KUR^Z_{\text{Acc.}}$. The novelty detection model is implemented as *One-Class SVM* with a *gamma* parameter of 0.01 and a decaying *nu* parameter based on the number of observed lots $m$ as:

$$nu = 0.2 \times \frac{1}{m} \quad (40)$$

The material identification algorithm is implemented as an *RF* classifier with 200 estimators and no constraints regarding tree construction.
The results of the novelty detection are shown in Figure 70 per part for all parts manufacturing during the testing phase. While the blue lines represent the computed novelty scores, the orange markers indicate detected novel situations. With a few exceptions for parts 14, 18, and 19-25, a rather steady behavior of the novelty computation can be observed. The parts 8, 12, and 20 are detected as novel, while the remaining parts are classified as known. Thus, the material of part 8 is introduced as batch $B_4$, the material of part 12 as batch $B_5$, and the material of part 20 as batch $B_6$ by the system.

![Figure 70](image)

Figure 70: The novelty scores (blue line) show a rather constant behavior for each individual part. For parts 8, 12, and 20, all segments are detected as novel (orange markers).

In Figure 71, the aggregated feature vectors are shown for the training (a) and testing phase (b). It can be observed that some of the data used for testing, marked as n/a, overlaps the data used for training, while other parts form distinct clusters. After the optimization procedures, the classified samples by the algorithm are shown in Figure 71 - b, including the three novel batches identified during the testing phase.

To validate the novel materials identified, the tool degradation is observed (see Figure 72). The shown flank wear values are smoothened using a Savitzky-Golay-Filter [414] with a window length of three and a linear polynom. For the lots 5 and 7 the material identification algorithm identified parts belonging to two different batches, $B_4$ and $B_5$ for lot 5 and $B_3$ and $B_6$ for lot 7 (dashed lines in Figure 72). For the remaining lots, a single batch was identified each. It can be observed that batch $B_1$ for lot 1 shows a distinctly different behavior compared to the remaining lots, which agrees with its isolated cluster found in Figure 71. Furthermore, all lots containing batch $B_4$ show similar tool
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Figure 71: The extracted feature vectors from all signal segments for all parts are visualized in 2D using the tSNE method. The novel materials identified and assigned by the algorithm align well with the observable clusters.

degradation behavior. With the exception of lot 6, the same can be said about batch $B_3$. The lot for batch $B_3$ is closest to batch $B_3$, which agrees with the overlapping clusters in the cluster map. Using this analysis, the clusters identified by the algorithm can be considered batches of different machinability. Thus, using the identified material batches as ground truth data, the accuracy of the system during the testing phase is calculated as F1 score of 0.9997.

Figure 72: The observed tool condition in relation to the cut length per lot suggests that the identified material batches show different machinability.
With the small-sized lot production use case, the applicability of the proposed material identification methods to manufacturing processes is shown. The novel batches identified by the method show distinct behavior, and thus correspond to true material batches of different machinability.

6.2.4 Turning Experiments

In the final validation scenario, a turning operation is investigated in an experimental setting. Machining is carried out using a vertical lathe with indexable inserts. The lathe is equipped with a modern Sinumerik 840D SL control, allowing for the access of internal control data at a frequency of 500 Hz. Furthermore, a visual TCM system (see Section 6.1.1, $S_A$ and $S_B$) is used to assess the tool condition in between cutting operations. Thereby, ground truth data regarding the tool life, and thus machinability, is acquired.

In this scenario, tool life experiment sets and auxiliary experiment sets are conducted with different material batches at varying cutting parameters. Each experiment set consists of multiple, consecutive cutting operations, called cuts. A tool life experiment set is started with a fresh cutting tool and stopped once the tool reaches its end of life. Throughout a tool life experiment, the machining state parameters cutting speed, feed rate, depth of cut, and type of cutting tool are kept constant within and in between cuts. For auxiliary experiments, these parameters are kept constant within a cut, but might vary between cuts. Thus, only the data from the tool life experiments is used for the model improvement and material characterization routines. Furthermore, auxiliary experiments are rather short with the intention of enlarging the observed parameter space. Independent of the type of experiment, all cuts within an experiment set are carried out at the same workpiece, and can thus be attributed to the same material batch. However, the diameter of the part can change in between cuts.

After removing incomplete and faulty datasets, 1040 experiments with the respective monitoring data remain. Thereby, cutting data is acquired for a variety of machining states (see Figure 73). Furthermore, among all experiments, two insert types were investigated with 576 and 464 cuts each. As tool life experiments were only carried out at cutting speeds of 180, 220, 240, 300, and 350 m/min and feed rates of 0.5 and 0.7 mm, the spikes in distribution can be explained. Furthermore, the auxiliary experiments are conducted mostly with fresh tools, explaining the deviation for the flank wear distribution.

Given the tool life experiments, the machinability of the different material batches can be determined. In Figure 74 (a) it can be seen that there are
significant differences among the material batches with $\mathcal{B}_3$ having the best and $\mathcal{B}_6$ having the worst machinability. Using the cost relations shown in Section 5.1, the machining costs for machining each batch at a given set of cutting parameters can be calculated. Figure 74 (b) highlights the dependency of the cutting speed on the expected machining costs for each material batch. It can be observed that the cost minimum can be found at different speeds, ranging from $296 \frac{m}{min}$ for $\mathcal{B}_6$ to $334 \frac{m}{min}$ for $\mathcal{B}_3$. Thus without the information about the material batch being machined, a one-fits-all set of cutting parameters would be selected, resulting in higher costs for each material batch. Furthermore, given this trade-off, such as using an average cutting speed of $320 \frac{m}{min}$, cutting tools need to be exchanged based on the tool life of the material batch with the worst machinability to avoid tool breakage. Therefore, when machining a batch of better machinability, e.g. $\mathcal{B}_3$, tools are exchanged to early resulting in up to 168 € of additional tooling costs per shift and 28 minutes of additional work for avoidable tool changes.

To investigate these effects, material analysis is carried out for batches $\mathcal{B}_3$, $\mathcal{B}_4$, $\mathcal{B}_6$, and $\mathcal{B}_7$. This includes the analysis of microstructure, chemical composition, and hardness. The chemical composition is analyzed using a

---

1 Assuming tooling costs of 3€ per tool, seven hours of work per shift and 30 seconds of manual labor needed for tool exchange.

2 Due to incomplete historic data, material analysis is not available for batches $\mathcal{B}_1$, $\mathcal{B}_2$, and $\mathcal{B}_5$. 

---

Figure 73: The conducted cutting experiments span a large parameter space.
scanning electron microscope with centered back scatter detector. The measured chemical compositions per batch are shown in Table 13. Comparing the chemical compositions among the different batches, slight but not significant deviations can be observed.

Table 13: Chemical and mechanical analysis of the investigated samples.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Chromium</th>
<th>Nickel</th>
<th>Molybdenum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.75%</td>
<td>1.5%</td>
<td>0%</td>
</tr>
<tr>
<td>$B_3$</td>
<td>1.73%</td>
<td>1.08%</td>
<td>0.04%</td>
</tr>
<tr>
<td>$B_4$</td>
<td>1.95%</td>
<td>1.15%</td>
<td>0.13%</td>
</tr>
<tr>
<td>$B_6$</td>
<td>2.11%</td>
<td>1.15%</td>
<td>0.11%</td>
</tr>
<tr>
<td>$B_7$</td>
<td>1.81%</td>
<td>1.01%</td>
<td>0.03%</td>
</tr>
</tbody>
</table>

Furthermore, hardness measurements with a force of 30 N are conducted (Figure 75). It can be seen that batch $B_3$ has the highest average hardness while the remaining batches span a rather similar hardness space. Also, while the individual measurements conducted for batch $B_3$ are very precise, the measured hardness values, especially for batch $B_7$, deviated significantly. Contrarily, when analyzing the microstructure of the respective samples, differences can be observed (see Figure 76). For batch $B_3$, rather large grains can be seen, whereas batches $B_4$, $B_6$, and $B_7$ have smaller grain sizes. Therefore,
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A better machinability is expected for material $B_3$ as larger grains lead to reduced ductility and thus reduced tensile strength.

![Diagram showing Vickers hardness variations among material batches $B_3$, $B_4$, $B_6$, and $B_7$.](image)

*Figure 75: Hardness variations can be observed among the investigated material batches.*

![Images of microstructures for batches $B_3$, $B_4$, $B_6$, and $B_7$.](image)

*Figure 76: Differences in microstructure can be observed between the various batches investigated.*
To validate the proposed methods and routines, the following procedure is chosen: all available data is split into a *training* subset and a *testing* subset. The training subset is initially provided as historic data to train the respective algorithms. The remaining data from the testing subset is now evaluated in a play-back manner. The cuts used for testing are analyzed consecutively. For each one, the recorded process data is analyzed, and the parameter recommendation routine is executed. For tool life experiments, the observed tool life is used for either model retraining or material batch characterization at the end of the respective experiment set, depending on the novelty. For this, a part is considered novel if the majority of all cuts within that experiment are detected as novel. The data separation strategy in training and testing subset is shown in Figure 77. One of the seven material batches, batch $\mathcal{B}_7$, is selected as a true novel batch and not shown to the algorithm during the training phase. The data from the remaining material batches is split fairly, using 50% for model training and 50% for the testing phase. Data splitting always takes place on the experiment set level. Thus, all data from all cuts within a set of experiments are either considered training or considered testing to avoid overfitting. In total, the training dataset consists of 485 cuts while the testing set is 555 cuts large.

![Experimental data diagram](image)

**Figure 77:** The acquired experimental data is split in training and testing subsets on the experiment level to avoid overfitting.

In a preliminary study [P11], the data set is investigated in regard to the optimization of the material identification method. It is found that for machining states with a high data volume of historic training data, the highest classification accuracies are achieved when using only data from that machining state, while for machining states with low data volume increased prediction
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performance is seen when using broader parameters for finding relevant historic data for model training. Thus, different historic data selection strategies are used. Here, a volume of 100 samples is used as the threshold. To find relevant training data from all available training data \( \mathcal{H} \) to train a model for machining state \( \mathcal{M} \) with over 100 samples, the cutting parameters of each historic sample \( n \) are compared to \( \mathcal{M} \) as:

\[
X = \{ n \in \mathcal{H} \mid (v_{c,\mathcal{M}} - 20 \frac{\text{m}}{\text{min}} \leq v_{c,n} \leq v_{c,\mathcal{M}} + 20 \frac{\text{m}}{\text{min}}) \land \\
(f_{\mathcal{M}} - 0.05 \text{mm}^{-1} \leq f_n \leq f_{\mathcal{M}} + 0.05 \text{mm}^{-1}) \land \\
((V_{B,\mathcal{M}}) - 50 \mu\text{m} \leq V_Bn \leq (V_{B,\mathcal{M}} + 50 \mu\text{m}) \land \\
(\text{tool}_{\mathcal{M}} = \text{tool}_n) \}
\]

For machining states with less than 100 directly associated samples, the training set \( X \) is found as:

\[
X = \{ n \in \mathcal{H} \mid (v_{c,\mathcal{M}} - 60 \frac{\text{m}}{\text{min}} \leq v_{c,n} \leq v_{c,\mathcal{M}} + 60 \frac{\text{m}}{\text{min}}) \land \\
(f_{\mathcal{M}} - 0.15 \text{mm}^{-1} \leq f_n \leq f_{\mathcal{M}} + 0.15 \text{mm}^{-1}) \land \\
((V_{B,\mathcal{M}}) - 150 \mu\text{m} \leq V_Bn \leq (V_{B,\mathcal{M}} + 150 \mu\text{m}) \land \\
(\text{tool}_{\mathcal{M}} = \text{tool}_n) \}
\]

The novelty detection is implemented as One-Class SVM with a \( \nu \) of 0.25 and a \( \gamma \) of 0.1. Furthermore, a PCA is integrated after feature standardization to aggregate the feature space to ten features. The material batch clustering procedure is implemented using the Evidence Accumulation method with 200 random \( k \)-means initializations. As labelled data is available, the distribution of material batches within each cluster is defined as cluster-related knowledge. For the classification algorithms, \( RF \) classifiers are selected as they show good prediction accuracies while having low computation times \( \tau \). The classifier is implemented with 150 estimators, the \textit{gini} criterion for purity determination while constraining tree construction to a maximum depth of five.

Using the testing dataset the novelty detection algorithm is benchmarked. Overall, a prediction accuracy of 75.8% is reached with a high recall rate of 95.3%. The results of the batch classification method for correctly identified known materials is shown in Table 14. Samples falsely predicted as known batches are excluded, as they are already accounted for in the novelty detection metrics. For batches \( \mathcal{B}_3 \) and \( \mathcal{B}_5 \), all related cuts were sampled for the training subset. Thus, there are no true predictions for these classes. The scores are normalized for each row. Analyzing the results, it can be seen that batch
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$\mathcal{B}_1$ is correctly predicted in 100% of all cases. The remaining batches have a true positive rate between 63% and 84%. The overall F1 score of the material classification system weighted by data volume per batch is 0.85.

Table 14: Confusion matrix showing the materials predicted by the material classification algorithm. The batches $\mathcal{B}_2$ and $\mathcal{B}_5$ are not present in the testing dataset.

<table>
<thead>
<tr>
<th></th>
<th>$\mathcal{B}_1$</th>
<th>$\mathcal{B}_2$</th>
<th>$\mathcal{B}_3$</th>
<th>$\mathcal{B}_4$</th>
<th>$\mathcal{B}_5$</th>
<th>$\mathcal{B}_6$</th>
<th>$\mathcal{B}_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{B}_1$</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$\mathcal{B}_3$</td>
<td>0%</td>
<td>0%</td>
<td>82.6%</td>
<td>0.1%</td>
<td>0%</td>
<td>12.9%</td>
<td>4.3%</td>
</tr>
<tr>
<td>$\mathcal{B}_4$</td>
<td>0%</td>
<td>0%</td>
<td>36.7%</td>
<td>63.3%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$\mathcal{B}_6$</td>
<td>0%</td>
<td>0%</td>
<td>12.5%</td>
<td>8.3%</td>
<td>0%</td>
<td>79.2%</td>
<td>0%</td>
</tr>
<tr>
<td>$\mathcal{B}_7$</td>
<td>0%</td>
<td>0%</td>
<td>11.5%</td>
<td>4.6%</td>
<td>0%</td>
<td>0%</td>
<td>84.0%</td>
</tr>
</tbody>
</table>

Due to the high number materials considered novel for their respective machining state, for parameter recommendation, the transferred knowledge approach with interpolation in between clusters is used in 91.3% of all cases by the system while for the remaining cases the single batch predicted by the batch classification algorithm is used. For each cut, optimized cutting parameters $\bar{v}_c$ and $\bar{f}$ are proposed. In 69.7% cases, cost savings are achieved when following the algorithm’s recommendations.

6.3 Summary

The results of the experiments show that there are significant differences in machinability among material batches. Further material analysis in Section 6.2.4 reveals differences in chemical composition, hardness, and microstructure among the investigated material batches. To allow efficient machining despite these deviations, a smart manufacturing system to optimize subtractive manufacturing processes regarding material batch deviations, SMaPOMBa, is introduced. Section 5.4 shows that SMaPOMBa can be implemented as a service-based software system running partly on edge devices and partly in the cloud. The results show that the chosen implementation enables the individual functionalities of the system to be used independently or together as required by the respective application. In a future evolution a direct control of the machine tool is envisioned, which is enabled by the selected design of the system.

As the tool condition is a main factor influencing process signals, an efficient TCM system is introduced allowing the accurate detection of a tools condi-
tion. The results in Section 6.1 show the complexity of wear defects among several investigated scenarios. Using the proposed window-based image segmentation approach, Section 6.1.1 shows that good segmentation results can be achieved for all scenes. Furthermore, the results stress the importance of large training data volume justifying the need for efficient training data generation methods such as assisted image labeling and synthetic training data generation. The effectiveness of the proposed assisted training data generation is shown in a user study in Section 6.1.2, proving that not only are less manual efforts needed to create the image masks, but also showing that the resulting masks are of higher quality compared to masks created in a traditional not-assisted way. Additionally, synthetic data augmentation and generation is found to be useful in Section 6.1.3, allowing the labeling efforts to be reduced by two thirds.

For the central task of material identification and classification the proposed method is shown to be useful both for the granularity of different material grades in Section 6.2.1 and of different material batches in Section 6.2.3 and 6.2.4. Furthermore, by incorporating the unsupervised clustering approach, batch associations can be found even without available ground truth data as seen in Section 6.2.2. Using the novelty detection functionality the system is well-equipped for operation with unknown amounts of material batches, as batches of novel behavior can be detected automatically as shown in Section 6.2.3. Not only are novel batches detected as such, but due to the integrated retraining capabilities, novel batches are directly introduced as a consecutively newly known batch which can be identified as known batch in subsequent machining. Combining all capabilities, the results in Section 6.2.4 show that even in a complex application with many machining states and thus models to be trained, the suggested parameters by the recommendation module would lead to optimized cutting in most cases.

Due to the choice of relying primarily on NC signals as data source for material identification, the approach can easily be scaled to new machine tools. This is further supported by the data preprocessing routines, striving after machine agnostic evaluation models. With the availability of routines for automated material characterization and model retraining human interaction is only needed for annotating training data during TCM training and selecting unique cutting parameters during material characterization.

In summary, the conducted validation experiments support the effectiveness of the proposed methods and the designed smart manufacturing system for process optimization regarding deviations among material batches.
7 Summary and Outlook

Process optimization is needed in subtractive manufacturing to find ideal cutting parameters allowing for machining at maximal MRR with minimal tool degradation. This is especially important when dealing with parts of varying machinability, such as during the post-processing of additively manufactured multi-material parts or when significant effects of the material batch are present. Here, specific ideal parameters need to be found for each material and material batch encountered to enable fully-optimized machining. However, existing approaches in industry and research fall short when solving the problem of material batch-aware process optimization in its entirety. Traditional control-based approaches are limited to the control of the cutting process based on system feedback, such as the measured cutting force or vibration, but do not provide semantic information about the material batch currently being machined. Therefore, sophisticated process optimization, such as the transfer and application of historic batch-specific processing knowledge is not possible. More advanced scientific approaches for semantic material classification do not allow for the detection of material batches nor do the respective system architectures contain the capabilities needed for operational use in changing environments, such as TCM for integrating tool condition information. Furthermore, such material identification approaches all require the number of to-be-identified material classes to be known and can not handle novel materials. Existing TCM approaches encountered in industry are often in-process, which are prone to noise and provide limited wear information compared to the proposed method. Contrarily, direct approaches found in literature mostly utilize ML for image processing but require large amounts of manually annotated training data. Thus, this thesis addresses the optimization problem by proposing a smart manufacturing system to solve it holistically, integrating capabilities for material batch detection, the recommendation of optimized cutting parameters, the handling of novel material batches, and a TCM system with related methods for effective model training.

The proposed smart manufacturing system utilizes both internal control data and images of the cutting tool for the initial assessment of the condition of the cutting tool, the subsequent in situ identification of the machined material batch, and the final recommendation of optimized process parameters. Thereby, different routines are enabled for process optimization throughout machining, the incorporation of material batches with novel behavior, continuous model improvement, and efficient adaptation to new machining scenarios.
The assessment of the condition of the cutting tool is essential for any process monitoring, as the cutting tool's condition significantly influences the obtained control signals. In this work, the usage of semantic image segmentation models in particular was found to be a promising analysis procedure. Through these models, not only is the primary defect metric of flank wear made available, but a detailed analysis of many defect classes regarding their presence, location, and size are also given. Due to specific characteristics of the TCM domain, such as the low training data volume and defect scarcity, special image segmentation and training methods are needed. The proposed window-based approach, which integrates reference image data for global context, outperforms state-of-the-art image segmentation networks for the TCM domain.

Furthermore, while there is a variety of novel network architectures proposed in literature, the training data generation remains a necessary task that often limits the adoption of such data-driven approaches due to its high resource demands. As a solution, the proposed methodology in this work supports the image annotation process and allows the data transfer from historic scenarios to novel ones. To support the annotation process, a method is proposed for dividing the image into small subregions of constant class labels using a superpixel-based approach and a consecutive deep metric learning to find an initial label guess by comparing the embedded superpixels to a reference dataset. Thereby, the tasks conducted by the human expert are shifted from pixel-wise annotation to the correction of faulty guesses. This procedure is implemented as a web-based application to enable its usage by the respective experts. Secondly, the transfer of data between different scenarios is investigated. There are many factors influencing the visual appearance within a scenario leading to the effect that images from the same scenario are rather similar while images from different scenarios are rather distinct. Therefore, the highest prediction performances are achieved when training distinct model instances for each scenario. To still be able to reuse data from other scenarios, a method is proposed for adapting the image data from a source scenario to match a target scenario. This involves the adaption of the shape of the visible cutting tool by image warping and the adaptation of the visual appearance by GAN-based mask-to-image translation.

The identification of the material batch currently being machined is based on the internal control data of the NC, which can be accessed using an edge device. This data includes position and current values for all machining axes. Due to the high number of signals and data points, a preprocessing routine containing dimensionality reduction and feature extraction is carried out to reduce the continuous data stream to dense feature vectors. Besides, the event data is analyzed regarding the machine control instructions to
obtain information about the current cutting operation. This information in combination with the condition of the cutting tool is defined as the machining state. As the different machining states have a significant impact on the observed features, specific instances of the respective analysis models used are trained for each unique machining state. These models can be split into three categories: novelty detection, batch classification, and batch clustering. Initially, the novelty detection algorithm is used to find novel material batches that do not behave like any material batch encountered in the past. If this is the case, the batch clustering approach is used and the material batch characterization routine is triggered. Otherwise, the batch classification alternative is chosen. For batch clustering, available process data at that machining state is analyzed in an unsupervised manner to find clusters. These can then be used to transfer knowledge from individual samples in the nearest cluster to the novel data point. In batch classification, supervised learning models are trained, which allow for the mapping from input feature vector to material batch.

With the material batch identified, information associated with the historic batches can be transferred to the current operation. In this work, such batch behavior information includes both machinability and miscellaneous data, ranging from basic information to sophisticated machinability information through model coefficient parameters. If such parameters are available for an identified material batch, the expected tool life can be computed and thus a mapping between cutting parameters and optimization targets, such as costs or productivity, can be established. This allows for the deduction of optimized parameters as well as a general forecast of the expected effects when adapting the cutting parameters. While the impact of such an optimization strongly depends on the deviations in machinability present for the given application, in this study cutting parameters had to be adjusted by up to 10% resulting in cost savings, with further potential of saving up to 200 € in tooling costs and 20 minutes in labor per shift when using batch-specific tool exchange cycles.

To enable operational usage, the individual methods are combined into four routines for specific purposes. The parameter recommendation routine combines the image segmentation methods for tool condition assessment, the material batch identification alternatives, and the final parameter recommendation to provide the operator insight into the machining process in regard to material batch deviations throughout operation. The novel material characterization routine is used when a material batch with novel behavior is detected and involves the assessment of tool life throughout operation by regularly monitoring the tool condition using the TCM system. Similarly, ground truth tool life information acquired by the TCM system at constant machining states can be used to judge the predicted machinability with the
actual machinability and retrain all material identification models accordingly. Finally, the novel scene routine aggregates methods when adapting the procedure to a new environment. This mainly involves the methods for efficient image segmentation model training to enable TCM. Through these routines, most situations encountered in operational use can be handled. By using the proposed service-based architecture, which utilizes both edge and cloud computing, task-specific computing power allocation is enabled. Intensive tasks such as model training can be carried out in the cloud using the advantages of scalable and on-demand hardware, while the process monitoring tasks close to the machine are carried out on local edge devices, reducing latency and enabling usage even without a cloud connection.

Looking into the future, the proposed smart manufacturing system should be extended to further reduce the current dependencies on human interaction. For this purpose, control access to the machine tool must be established by the system, whereby new sets of cutting parameters could be automatically transferred to the machine. In regard to the manual selection of cutting parameter sets for automated material characterization, the field of reinforcement learning seems promising to dynamically suggest the most information yielding set of parameters to be investigated next. Furthermore, the integration of a condition monitoring module offers the chance to automatically detect the current machining state. This could replace the manual setup of start and end triggers in the G-Code. Such a superordinate machining state detection system also offers the potential to reduce system complexity as the number of state-specific models needed could be reduced by grouping similar machining states together. In this context, it would also be helpful to refine the different ML-models, especially the material identification and novelty detection models, for state-independent usage. This could be realized on the one hand by extending the data preprocessing to compensate any state-induced signal influence, or on the other hand by considering the machining state as further inputs of the respective model. In order to handle the additional model complexity for the latter case, the training phase of the system should to be optimized through adaptive data collection for maximizing the information gain during data acquisition. Another application for reinforcement learning algorithms can be seen in the process optimization routine. Here, agent-based methods offer the potential to investigate different parameter combinations to find an ideal parameter set even with non-linear system behavior. With respect to the human understanding of the decisions made by the smart optimization system, the field of causal reasoning shows additional potential to reveal understandable correlations between process patterns and deduced reactions for parameter optimization.
8 Zusammenfassung


Das konzipierte System nutzt hierfür sowohl interne Steuerungssignale als auch Bilddaten der Schneidwerkzeuge für die Bestimmung des Werkzeugzustands, die anschließende in situ Erkennung der sich in Bearbeitung befindenden Materialcharge und die finale Ausgabe optimierter Schnittbedingungen. Basierend auf den Fähigkeiten des Systems lassen sich vier operative Routinen definieren: Die Optimierung der Schnittparameter während der
Bearbeitung, die Integration unbekannter Materialchargen, die kontinuierliche Selbstverbesserung der Modelle und das effektive Anpassen des Systems an neue Einsatzbedingungen.

Für die Bewertung des Verschleißzustands des Schneidwerkzeugs wird in dieser Arbeit die Methode der semantischen Bildsegmentierung verwendet. Der erforschte Ansatz beinhaltet ein Raster-basiertes Segmentierungsverfahren im Zusammenspiel mit einem Referenzbild für die Integration von Kontextinformationen. Somit ist es möglich, nicht nur den Freiflächenverschleiß, sondern auch weitere Verschleißarten zu erfassen, wodurch der detaillierte Verschleißzustand mit Häufigkeit, Größe und Lage der verschiedenen Verschleißtypen bestimmt werden kann.


Die Erkennung der aktuellen Materialcharge erfolgt über die Auswertung der internen Signale der numerischen Steuerung. Diese Daten beinhalten Positions- und Stromdaten aller Bearbeitungssachsen. Aufgrund der großen Zahl von Signalen und Messwerten erfolgt eine Datenvorverarbeitung zur Reduktion der Komplexität und Extraktion zentraler Kenngrößen. Durch die Überwachung der Ereignisdaten können zusätzlich die Schnittbedingungen


Die Forschungsarbeiten fließen im intelligenten Fertigungsassistentensystem SMaPOMBa zusammen, welches die erforschten Methoden zu folgenden vier, bislang nicht verfügbaren, Routinen für den operativen Betrieb kombiniert. Als erstes nutzt die Parameteroptimierungsroute die Methoden der Bildsegmentierung zur Erfassung des Verschleißzustandes, die Chargenerkennungsansätze zur Identifizierung der Materialcharge und das Vorschlagssystem zur Bereitstellung optimierter Schnittparameter für den Bediener. Als zweites wird die Chargencharakterisierungsroute verwendet, wenn eine unbekannte Charge detektiert wird und beinhaltet die Ermittlung der Standzeit während der Bearbeitung. Ähnlich verhält sich die dritte Routine zur kontinuierlichen Modellverbesserung, welche durch die tatsächlichen Standzeiten, welche mit fortschreitender Bearbeitung erfasst
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FAPS, 155 Seiten, 88 Bilder, 3 Tab. 2001.

Band 116: Marion Merklein
Laserstrahlfüllformen von Aluminiumwerkstoffen - Beeinflussung der Mikrostruktur und der mechanischen Eigenschaften
LFT, 122 Seiten, 65 Bilder, 15 Tab. 2001.

Band 117: Thomas Collisi
Ein informationslogistisches Architekturkonzept zur Akquisition simulationsrelevanten Daten
FAPS, 181 Seiten, 105 Bilder, 7 Tab. 2002.

Band 118: Markus Koch
Rationalisierung und ergonomische Optimierung im Innenausbau durch den Einsatz moderner Automatisierungstechnik
FAPS, 176 Seiten, 98 Bilder, 9 Tab. 2002.

Band 119: Michael Schmidt
Prozeßregelung für das Laserstrahl-Punktschweißen in der Elektronikproduktion
LFT, 152 Seiten, 71 Bilder, 3 Tab. 2002.
ISBN 3-87525-166-0.

Band 120: Nicolas Tiesler
Grundlegende Untersuchungen zum Fließpressen metallischer Kleinsteile
LFT, 126 Seiten, 78 Bilder, 12 Tab. 2002.
ISBN 3-87525-175-X.

Band 121: Lars Pursche
Methoden zur technologieorientierten Programmierung für die 3D-Lasermikrobearbeitung
LFT, 11 Seiten, 39 Bilder, 0 Tab. 2002.
ISBN 3-87525-183-0.

Band 122: Jan-Oliver Brassel
Prozeßkontrolle beim Laserstrahl-Mikroschweißen
LFT, 148 Seiten, 72 Bilder, 12 Tab. 2002.

Band 123: Mark Geisel
Prozeßkontrolle und -steuerung beim Laserstrahlschweißen mit den Methoden der nichtlinearen Dynamik
LFT, 135 Seiten, 46 Bilder, 2 Tab. 2002.

Band 124: Gerd Eßer
Laserstrahlanwendungen für Erzeugung metallischer Leiterstrukturen auf Thermoplastsubstraten für die MID-Technik
LFT, 148 Seiten, 60 Bilder, 6 Tab. 2002.

Band 125: Marc Fleckenstein
Qualität laserstrahl-gefügter Mikroverbindungen elektronischer Kontakte
LFT, 159 Seiten, 77 Bilder, 7 Tab. 2002.

Band 126: Stefan Kaufmann
Grundlegende Untersuchungen zum Nd:YAG-Laserstrahlfügen von Silizium für Komponenten der Optoelektronik
LFT, 159 Seiten, 100 Bilder, 6 Tab. 2002.

Band 127: Thomas Fröhlich
Simultanes Löten von Anschlusskontakten elektronischer Bauelemente mit Diodenlaserschmelzschweißen
LFT, 143 Seiten, 75 Bilder, 6 Tab. 2002.
Band 128: Achim Hofmann
Erweiterung der Formgebungs-
grenzen beim Umformen von Alu-
miniumwerkstoffen durch den 
Einsatz prozessangepasster Plat-
inen
LFT, 113 Seiten, 58 Bilder, 4 Tab. 

Band 129: Ingo Kriebitzsch
3 - D MID Technologie in der Au-
tomobielektronik
FAPS, 129 Seiten, 102 Bilder, 10 

Band 130: Thomas Pohl
Fertigungsqualität und Umform-
barkeit laserstrahlgeschweißter 
Formplatinen aus Aluminiumle-
gierungen
LFT, 133 Seiten, 93 Bilder, 12 Tab. 

Band 131: Matthias Wenk
Entwicklung eines konfigurierba-
en Steuerungssystems für die fle-
xible Sensorführung von Industrie-
robotern
FAPS, 167 Seiten, 85 Bilder, 1 Tab. 

Band 132: Matthias Negendanck
Neue Sensorik und Aktorik für Be-
arbeitungsköpfe zum Laserstrahl-
schweißen
LFT, 116 Seiten, 60 Bilder, 14 Tab. 

Band 133: Oliver Kreis
Integrierte Fertigung - Verfahrens-
integration durch Innenhoch-
druck-Umformen, Trennen und 
Laserstrahlschweißen in einem 
Werkzeug sowie ihre tele- 
und multimediale Präsentation 
LFT, 167 Seiten, 90 Bilder, 43 Tab. 

Band 134: Stefan Trautner
Technische Umsetzung produkt-
bezogener Instrumente der Um-
weltpolitik bei Elektro- und Elekt-
onikgeräten
FAPS, 179 Seiten, 92 Bilder, 11 Tab. 

Band 135: Roland Meier
Strategien für einen produktorien-
tierten Einsatz räumlicher spritz-
gegossener Schaltungsträger (3-D 
MID)
FAPS, 155 Seiten, 88 Bilder, 14 Tab. 

Band 136: Andreas Licha
Flexible Montageautomatisierung 
zur Komplettmontage flächenhaf-
ter Produktstrukturen durch ko-
operierende Industrieroboter 
FAPS, 158 Seiten, 87 Bilder, 8 Tab. 

Band 137: Stefan Novotny
Innenhochdruck-Umformen von 
Blechen aus Aluminium- und Mag-
nesiumlegierungen bei erhöhter 
Temperatur
LFT, 132 Seiten, 82 Bilder, 6 Tab. 

Band 138: Andreas Licha
Flexible Montageautomatisierung 
zur Komplettmontage flächenhaf-
ter Produktstrukturen durch ko-
operierende Industrieroboter 
FAPS, 158 Seiten, 87 Bilder, 8 Tab. 

Band 139: Michael Eisenbarth
Beitrag zur Optimierung der Auf-
bau- und Verbindungstechnik für mechatronische Baugruppen 
FAPS, 207 Seiten, 141 Bilder, 9 Tab. 

Band 140: Frank Christoph
Durchgängige simulationsge-
stützte Planung von Fertigungsein-
richtungen der Elektronikprodu-
tuktion
FAPS, 187 Seiten, 107 Bilder, 9 Tab. 

Band 141: Hinnerk Hagenah
Simulationsbasierte Bestimmung 
der zu erwartenden Maßhaltigkeit 
des Blechschiene
LFT, 131 Seiten, 36 Bilder, 26 Tab. 

Band 142: Ralf Eckstein
Scherschneiden und Biegen metal-
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Robuste, automatisierte Montagetechniken durch adaptive Prozessführung und montageübergreifende Fehlerprävention am Beispiel flächiger Leichtbauteile
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LFT, xii u. 200 Seiten, 83 Bilder, 13 Tab. 2019.
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LFT, viii u. 151 Seiten, 81 Bilder, 3 Tab. 2020.
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Evaluierung eines Prozessverständnisses zur Verbesserung der tribologischen Bedingungen beim Presshärten
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Kurzzusammenfassung

Aufgrund der Fortschritte digitaler Technologien strebt die subtraktive Fertigung nach intelligenten Werkzeugmaschinen, welche eine datengetriebene Selbstoptimierung ermöglichen. Als Beitrag zur Erreichung dieses Ziels wird in dieser Arbeit ein Ansatz zur Berücksichtigung der Einflüsse von Materialchargen vorgestellt.

Das beschriebene System nutzt dabei Bilder der verwendeten Schneidwerkzeuge, um deren Zustand zu erfassen. Es werden Methoden für die semantische Bildsegmentierung vorgeschlagen, durch welche die unterschiedlichen Verschleißdefekte erkannt und vermessen werden können. Zusätzlich werden neuartige Ansätze zur Generierung neuer sowie zur Adaption existierender Trainingsdaten auf neue Anwendungsfälle dargestellt.


Mit diesen Informationen kann nun historisches Wissen für die Berechnung optimierter, chargen-spezifischer Schnittparameter verwendet werden. Zusätzlich ermöglicht das vorgestellte System das automatische Charakterisieren neuartiger Chargen, das kontinuierliche Verbessern der Modelle, sowie die effektive Anpassung an neue Anwendungsfälle.
With the recent advances in digital technologies, the subtractive manufacturing industry is striving for smart machine tools, capable of data-driven self-optimization. As a building block, this work proposes an approach for incorporating awareness regarding the material and its batch-specific characteristics for process optimization.

The proposed smart manufacturing system utilizes cutting tool images for an initial condition assessment. Methods are proposed for the semantic segmentation of the defect classes encountered in tool condition monitoring, enabling a detailed analysis regarding their presence, location, and size.

Furthermore, novel methods are proposed that support the image annotation process and the adaptation of existing training data to new scenes.

During machining, internal control data is used for material batch identification. The high-frequency control data is preprocessed, error-compensated, and aggregated into features. Using a novelty detection algorithm, unknown batches are identified. Subsequently, a classification algorithm is used to classify known batches, whereas a clustering approach is used to analyze unknown batches.

In a final step, historic process knowledge is used to compute optimized cutting parameters, thus enabling batch-adaptive machining. Furthermore, operational routines are proposed for the automated incorporation of material batches with novel behavior, continuous model improvement, and efficient adaptation to new machining scenarios.